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On strong almost convergence and
uniform statistical convergence

SERPIL PEHLIVAN

ABSTRACT. The definition of strong almost convergence is extended to a
definition of strong almost convergence with respect to an Orlicz function.
It is shown that every bounded uniformly statistically null sequence is also
strongly almost convergent to zero with respect to any Orlicz function.

1. Introduction.

By {. we denote the Banach space of all bounded sequences of complex
numbers with the usual supremum norm. The notion of almost convergence
was introduced by Lorentz [4] and it has been studied e.g. in [2, 5, 10]. By
¢, f, and [f] we denote the subspaces of £, consisting of convergent, almost
convergent, and strongly almost convergent sequences, respectively.

Recall that z is almost convergent to a number s if and only if

n
in“"k = s (n — oo, uniformly in k),
1=0

1
n+1

and z € [f] if and only if there exists a number s such that
Berlin,

1
n+1

Z |zi4k — 8| =0 (n — oo, uniformly in k).
=0
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By [fo] we denote the set of sequences which are strongly almost convergent
to zero. It is obvious that

[fol C[f] C f Cleo-

Fast [1] introduced the idea of statistical convergence, which is closely
related to the concept of natural density or asymtotic density of subsets
of N = {0,1,2,...}. Zygmund [10, p. 181] investigated a relation between
this concept and strong summability. In [3], [8], and [9] these ideas were
studied. If A is a subset of N, let A, denote the set {i € A:4 < n} and
let |A,| denote the cardinality of A,. The natural density of A is given
by 6(A) = lim,(n + 1)7!|A,|. A sequence z is statistically convergent to s
provided that for every & > 0 the set A(¢) = {i € N : [z;—s| > ¢} has natural
density zero. The set of all statistically convergent sequences is denoted by
S. By S, we denote the set of all sequences which are statistically convergent
to zero.

We now give the notion of uniformly statistically null sequences [8]: A
number sequence = is uniformly statistically convergent to 0 provided that
for each £ > 0,

nli_)rréo(n+ 1! r,rcléxleO <i<n:|zipk] > €} =0.
The set of all uniformly statistically null sequences is denoted by Sy, .

It is easy to see that S,, C So. Note that this inclusion is strict. Indeed,
definez by z; =1if2" < ¢ < 2"4+n-1forn=1,2,...and z; = 0 otherwise.
Then we have 2 € Sp but z € S, .

Recently Parashar and Choudhary [6] introduced a generalization of the
classical spaces of strongly summably sequences by defining certain sequence
spaces using an Orlicz function.

We recall that an Orlicz function M is a function from [0, o0) to {0, oo)
such that it is continuous and convex with M(0) = 0, M(t) > 0 for ¢ > 0,
and M(t) — oo as t — co. Every Orlicz function M can be represented by
the integral form

M) = [ pls)ds

where p is the right-derivative of M. Recall that the function p is non-
negative and non-decreasing.

2. Strong almost convergence
with respect to an Orlicz function

We now introduce generalizations of the classical spaces of strongly almost
summable sequences with the help of an Orlicz function M.

Let

[fo(M

where |
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as follo
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ON STRONG ALMOST CONVERGENCE

Let M be an Orlicz function. Then we define

[fo(M)] ={z = (2;) : lim tn,k(l—ﬁ—l—) = 0 uniformly in &, for some p > 0},

n-+00

[f(M)] = {z = (2:) : «~ se € [fo(M)] for some s € C},
where e = (1, 1...) and t, (&) = (n 4 1)-1 07, M (Ll
For comparison, let us recall that the Orlicz sequence space /s is defined
as follows:

o0
Iy ={z= (x,)ZM(%) < oo for some p > 0}.

=0

It is easily verified that [fo(M)] and f(M)] are linear spaces. If M)
is equivalent to ¢, then [fo(M)] = [fo] and [f(M)] = [f]. Recall that then
€y = ¢5. This is the case when p(0) > 0, because

— hm M@
PO = lig, == >0
implies that M(t) is equivalent to t.

The relation between the space of sequences almost strongly convergent
to zero with respect to an Orlicz function and Su, is given in the following

Theorem 1. Let M be an Orlicz function. Then [f, (M)] C Sy,-

Proof. Let = € [fo(M)] and € > 0. Choose &' = gp. Then we have for
every k,

bl = (4 1) Sty > ) mEae))

1=x0

where |A(&')| denotes the cardinality of the set Ale)={0<i<n:|zip] >
&'}. Thus we have z € S,,, . a
Theorem 2. Let M be an Orlicz function. Then Suo Nl C [fo(M)].

Proof. Suppose that z ¢ Sue N{o. Since z is bounded, we have for every
tand k, |z k| <[ = ||=sup, |z;|. For e > 0, we get

bl = (D7 3T Mz + (k)Y M)

1
l2iqplze lzipri<e
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< (n+ 1) M([[z ) max|{0 > i > n: aw] 2 €}l + Me).

Taking the limit as & — 0, we conclude that 2 € [fo(M)]. O

We remark that the factor £, cannot be omitted in Theorem 2. To see
this, consider the sequence z defined by z; = n if ¢ = n? for n € N and
z; = 0 otherwise. Then z is not bounded. On the other hand, we have

vr

ntmax {0 <i<n: ekl 2 €} <

as n — oo. Hence z € Sy,. If we define an Orlicz function with M(t) = ¢

then z ¢ [fo(M)].

Combining Theorem 1 and Theorem 2, we have already proved the fol-
lowing

Corollary 3. Let M be an Orlicz function. Then Sy, Nle = [fo(M)]N
loo-
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