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Matrix transformations of double sequences

MARIA ZELTSER

ABsTrRacT. We study the space C. of double sequences (zy;) satisfying
limgmklzkz — a] = 0 for some number a, and its subspace Cp. of elements
with bounded columns. Using the gliding hump method, we find necessary
and sufficient conditions for a 4-dimensional matrix to transform a space X
into a space Y, where X,Y € {C.,Cp.}.

1. Introduction and preliminaries

In [1] Boos, Leiger and Zeller introduced and investigated the notion of
C.-convergence for double sequence spaces, which is essentially weaker than
the well-known Pringsheim convergence. Recall that a double sequence (z i)
is said to converge to the limit a in Pringsheim’s sense if

Ve>03INeN: kI>N = |oy—al<e.

Thus in this limiting process of double sequences the row-index k and the
column-index ! tend to infinity independently from each other. In contrast,
the C,-convergence is characterized by the dependence of the row-index &k
on the column-index [ in tending to infinity. More precisely, the space of all
C.-convergent double sequences is defined as

Co:={z€QJacKVe>03lpe NVl > 1o 3k € N:
E>k = Iwkl—a!SE}
= {a: €QJaekK: li{n@ﬂwm —a|l= 0},
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40 MARIA ZELTSER

where 2 denotes the linear space of all complex (or real) double sequences
and K is the field of all complex (or real) numbers. We will be also concerned
with the subspace

Cpe := {w €C|VYleN: Sipla’kll < oo}

of C.. Note that in [1] the notation  was used instead of Cy.. Both the
spaces C. and Cpe contain the subspace ® =span {e| k, [ € N}, where
eXl == 1if (k1) = (i,7) and el := 0 otherwise. The double sequences
el:=3, e (1 eN), e := Y,eM (ke N) e:= E,\:ylekl (pointwise sums)
are also contained in these spaces.

In Section 2 we consider the matrix transformation

Bz := (Z bmnkmk>
k

defined by a 3-dimensional matrix B = (byunk), and find necessary and
sufficient conditions for B to map the space of all sequences w into C, or
Cpe. Note that in [2] we already established the conditions for B to map the
spaces of all convergent and bounded sequences into C, or Cp..

Let V be the space of double sequences, converging with respect to some
linear convergence rule V-lim : V — K. The sum of a double series Zk’l U
with respect to this rule will be defined by

V-Z Ugp = V- 1;111511 ZZ Ut

k,l k=1 I=1

m,n

For a subset M C Q, its B-dual will be specified as

MV = fucoiveem: (O waw) eV}

I=1 k=1

We write 3(e) and f3(be) instead of B(C.) and B(Cs.), respectively.

Given any 4-dimensional scalar matrix 4 = (@mnki) and two spaces Vi,
V; of double sequences, converging with respect to linear convergence rules
Vi-lim and V,-lim, respectively, we denote

(Vl)fqvﬂ :={x € Q| Az := (Vg-Zamnkmkl>

exists and Az € Vl}. (1)
k,l "

m,

The main results of this paper (Section 3) give necessary and sufficient con-
ditions for a 4-dimensional matrix A = (@mnki) to map a space X into a
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space Y, where X,Y € {C.,Cp.}, and the convergence of the double series

>k @mnkiZx is understood either in the C.- or Cp-sense. In other words,
b

we will find conditions for A to satisfy V3 C (Vl)(sz), where V; € {Ce,Cpe}

(V2)

(i = 1,2,3). Evidently, for any such matrix map A we get (@mnkt)k,1 € Vf
for every m,n € N,

We will use the notation m, ¢, and ¢ for the spaces of all bounded, abso-
lutely summable, and finite sequences, respectively.

2. Three-dimensional matrix maps

In [2] we established necessary and sufficient conditions for a 3-dimen-
sional matrix to map m into C. and Cpe:

Proposition 2.1 ([2], Proposition 3.1). A 3-dimensional mairizc B =
(bmnk) maps m into C. if and only if the following conditions hold:
(i) for every k € N the limit by, := Cc-limp  bnk exists,
(i1) > [bmnk| < 00 for every m,n € N,
(iii) there exists N € N such that sup, y limum, 24 [Bmnk] < 00,
(iv) lim, limy, 3, |bmnk — bi| = 0.

Under these circumstances, (by) € £ and

limpe =Y, byzy (2 €m).

Proposition 2.2 ([2], Proposition 3.5). A 3-dimensional matriz B =
(bmnk) maps m into Cpe if and only if B satisfies (iv) of Proposition 2.1,

(i") for every k € N the limit by := Cpe-limp, », bynni exists,

(ii") sup, limy, Y [bmak| < 00.

Under these circumstances, (by) € £ and
limpz =3, bhzx (z €m).

To investigate conditions for a matrix B = (b;,nk) to map w into C, and
Cpe, we introduce some notation.
Let ¢ : Nx N = N be a bijection having ¢[(1,1)] = 1, ¢[(1,2)] = 2,
2] =3, . @) = (1~ Dn/2+ 1, @2 = D] = (n— /2 + 2,
.oy @l(n, )] =n{n+1)/2,.... Let my and m, be operators from N X N to
N having 71 : (a,b) > a, w3 : (a,b) = b. We put A; :==mp™! (i=1,2).

Remark 2.3. If we have a double sequence of subsets I;; = {k;j, ki;j +
1,...,0;;} € N such that k; j4+1 > l;; (4,7 € N), then passing to a subse-
quence of (I;;); if required (i € N), we can assume that the subsets are

I
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arranged in such a way that kg-i4qy > Lo-103) (note that in this case
(UJ— Li,;) n (UJ Ii,;) = 0 for every iy # i3). To verify it we will con-
struct a double sequence (m;j) such that m;;p; > my; (3,7 € N) and
kkl(s+1)m¢_1(s+1) > lAl(.s)m¢_1(5) (S € N)

On the 1-st step set my; := 1. On the second step set mjy = 2 and
choose my; € N such that kgpmy > lim,,. On the j-th step choose my; >
my,j-1 such that ki, > lj~1,m;_1., then choose mjy ;_y > mg j_y such
that kym,;_, > lim,; and so on until mj; € Nsuch that kjp,, > lj—1m,_, ,-

Proposition 2.4. A 3-dimensional matriz B = (b,,,x) maps w into C,
if and only if the following conditions hold:

(i) for every k € N the limit by := Co-limp, » byuni exists,

(ii) 8™ = (bpnk)i € @ for every m,n € N,

(iii) for every sequence (i) of positive numbers there exist N, K € N such

that

Vo> N dm,: m>m, = |byu| <er (B> K).

Under these circumstances, b := (by) € ¢ and

Ce-lim(B2)mn =) brzr (2 €w).
’n k

Proof. Necessity of (1) and (ii) is evident. (iii) By (ii), s{™™ € ¢ for
every m,n € N. We will verify that starting with some index ng € N there
exists K (n) € N with (byni)r = Z{‘:(?) pimmek (m e N).

We suppose the contrary that there exist an increasing sequence (n;) and
double sequences (my;), (ki) such that m; ;11 > myj, ko-1(i41) > ky-10)
(cf. Remark 2.3), bmgnik; # 0, and b ne = 0 for k > ki; (4,7 € N).
Passing to subsequences of (n;) and (m;;); (i € N) on need, we can suppose
that §R(bm.‘jnik.‘j) >0 (z,] € N)’

We put Ly == (i“m(‘,{:fgf‘?)_.l bm,']‘nl'kw—.](s) qu,_l(s)))/éﬁ(bm;,‘n;k.‘j) (iaj €
N) and 2, := 0 for & ¢ {ki;| 4,7 € N}. Then

@(i,7)—1
éR((‘Bz)m.‘jm) = §R(bmij'nikij Zk-‘j)"HR( Z bm-‘i”i’%—l(s) Zkv)“l(s)) =1

s=x1

for every 4, j € N, yielding a contradiction.

Now if (iii) fails, then there exists a sequence (g;) with 5 > 0, an increas-
ing sequence (n;) and double sequences (m;;), (k;;) such that m; ;41 > my;,
kij > 4, and |bmnk;| > ek, (5,5 € N). Keeping in mind (i) and the
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first part of the proof and passing to subsequences (n;) and (mi;); (i € N)
on need, we can suppose that R(bm nik;;) > €k,;/2 (5,7 € N), ki = ki

~

is constant for every i € N, kiyy > K(n;), and Eizl mipr migikel S
23, |bk,| (3,5 € N). We put z := 0 for k ¢ {k;| © > 2} and z; =
2(i 4+ 23002 bk, | max{zr,| s =1,...,i— 1}) /e, (i > 2). Then

i1
(B) | 2 Romgmn) =23 bl s 2 28 (17 €8 i22)

yielding a contradiction.

Sufficiency. First we will verify that (by) € ¢. Suppose the contrary,
that there exists an index sequence (k;) such that by, # 0 (2 € N). By (iii),
we can find N,ip € N and a sequence (m,,) such that |bpnk,| < |bk]/2 for
n > N, m > m, and i > i5. By (i), we can also find N; > N and m}, > m,
(n > Ny) such that [bpne,, — bk, | < |bg, |/2 for n > Ny, m > m;,. Hence
bk, | < |by,, |, yielding a contradiction.

Now let z € w and € > 0 be fixed and let kg € N be such that by = 0
for k > ko. We can suppose that z; # 0 (k € N). By (iii), there exists
K > ko, N, € N and a sequence (m,) such that |byni| < g/(2%|z]) for
k> K, m>my, n> Ni. By (i), there exists N3 > N; and a sequence (m;,)
such that m! > m, (n > Ny) and [bpni — bi] < €/(2%|z]) for k=1,..., K,
m > m! n > Ny. Now for n > N;, m > m], we obtain

K K oo
.menkzk"‘z b2kl <D Ibmnk—brllzel+ Y 1bmarllzi] < > 5,; <e.
k k=1 k=1

k=K+1 k
Hence Ce-lim, , (B2)mn = Ef_ﬂ brzy. |

Recall that a matrix D = (dnx) maps w into m if and only if (i) there
exists N € N such that d,, = 0 for & > N and every n € N; and (ii)
upy, T k] < 00.

Proposition 2.5. A 3-dimensional matriz B = (byunk) maps w into Cp,
if and only if it satisfies hypotheses (1), (iil) of Proposition 2.4 and

(ii') for every n € N the matriz (binnk)m x maps w into m.

Under these circumstances, b € @ and Cpe-limp (B2)mpn = 3 brzi (2 € w).

Proof. Necessity is evident.

Sufficiency. By Proposition 2.4, the limit C.-lim, ,(B2z)n, exists for
every z € w. By (ii'), for every n-€ N there exists N(n) € N such that
bnk = 0 for k> N(n) (m e N). So
N{(n)

max zp|su bmnk neN: z€ew).
5 D 3 o] (0 € 220

Bz)pmn| <
P (Be)mnl < _jm




44 MARIA ZELTSER
Hence Cpe-limpy, » (Bz)n, exists for every z € w. O

3. Four-dimensional matrix maps

In this section we obtain necessary and sufficient conditions for a ma-
trix map A : X — Y, where X,Y € {C.,Cp.}, and the double series
> k1 @maki@i (cf. (1)) are either Ce- or Cpe-convergent.

First we verify that Cf(e) = Cf(be) = ®. Let u € Cf(e) be fixed. Since
ze! and zey are in C, for every k,l € N and z € , the sequences (uy, ),
(uko1): are finite (ko,lp € N). Moreover, there exists N € N such that
U= 21—1 uel. If we suppose the contrary that there exist increasing index
sequence (l;) and index sequence (k;) such that ug,, # 0 (i € N), then for
z € Cy with T, = l/ukilf (’L € N) and x4 := 0 for (k,l) ¢ {(k,,l,)l 1€ N}
we get

max{k;|s=1,... i}

Z Zuklmkl = Z 1=1.
s=1

k=1 =1

This proves our statement. Hence u € @, implying Cp(e) C ®. So Cﬁ
et = o,
Now we verify that

e = P = g = {u €QIVIeN: (upm)y € £ and

lo
dpeN: u= Zuel}.
1=1

Let u € C,i(e) be fixed. Since every €  such that z = zelo and (z;,)x € m
for some lp € Nis in Cy, then (uy)z € £ for every [ € N. On the other hand,
since zey is in Cp, for every k € N and z € Q, then (ug); € ¢ (k € N).
Moreover, in the same way as for V = C. we can prove that there exists
N € N such that u = Z, , uel. Hence Cﬁ(e C ¢(f). A direct check shows
that ¢(€) C Cfe(be). Hence Cbﬁe(e) = Cfe(be) = p(¥).

So, given a 4-dimensional matrix 4 = (@mnki), we get (Ce)fe) = (Ce)f"c)

and (Cbe)(ce) = (Cbe)ffbe) Therefore it makes no difference, whether we re-
quire the C.- or Cp.-convergence of double series ZL VOmnkiZil (2 € B kL €
N) for matrix maps A: E — F; E, F € {C,,Ch.}.

Theorem 3.1. A 4-dimensional matriz A = (@mnki) ﬁzaps Cpe into C,. if
and only if the following conditions hold:

(i) for every ly € N the matrir (@mnkly)m,nx maps m into C,,
(ii) the limit v:=C e-limyy, o, Zk ) Gmnkl €TSS,
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(iii) for every m,n € N: al™™) ¢ (0),
(iv) for every indez sequence (k;) and sequence (g;) of positive numbers
there exist Ny, P € N such that

ki
Yn>Ni3m,: m>m, = Z‘amnkll <eg (> P),
k=1

(v) there exists N' € N and a sequence (m,,) such that

w0p 3 s < co.

n> N/

Under these hypotheses, a = (ax) € @(£), where ag = Ce-limpy n Gmnki
(k,l € N), and

Ce-l;llm (A:I:)m’n = Zakz.’ckl + (’U - Zakl>cbe'lim Tmn (T€ Che)-
’n K, k.l e

Remark 3.2. Statement (iv) implies

L(n)

Jng €N Vn > ne AL(n) € N: al™™ = Z almMel (meN); (2)
=1

dJLLNeN: I>L,n>N = limap,u=0 (keN). (3)

In fact, if (2) fails, then there exist an increasing sequence (n;) and double
sequences (m;;), (kij), (li;) such that m; j41 > mij, lo-13ig1) > lo-1¢) (cf.
Remark 2.3), and @ n 151, # 0 (4,5 € N). Put
| and g, := 1 for [ & {l,-1(y| r € N}

6lnp_1(r) = Iamtp"l(r)nA1 r) ktp“l(r) ltp-'l(r)

By (iv), there exist i € N and a sequence (j;) such that for ¢ > ¢, 57 >
} ki .

Ji we have |am k] < Dopde 1@menikty; | < |@mijniki;n; |- This yields a
contradiction.

If (3) does not hold, then there exist increasing sequences (;), (n;), an
index sequence (k;) and a double sequence (m;;) with m; j41 > mi; (i, € N)
such that v; == inf;|@m,;n, k1| > 0 (i € N). Putting g, := v; (i € N) and
gy :=1for I ¢ {l;] i € N}, we obtain a contradiction by (iv).

Proof of Theorem 3.1. Necessity of (i)—(ii) follows, since ze'® and e are

in Cp. for every lp € N and z € Q with supy |zx| < oo (I € N). (iii) follows,
since C29) = P = ,(p).

12
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(iv) Let (k) and (g;) with & > 0 be fixed. We put bpmnk = Gmpk1,
gl = e1/ky for k = 1,..., k1, binnk = Gmomk—k 25 € = 52'/192 for k =
ki +1,...,k + ke (m,n € N). Continuing inductively, for 23;11 ki <k<
Ej.:l k; =: ki we put bmnk 1= Gm nk—ki_, i € = €i/ki (§,m,n € N). The
obtained matrix B := (bmnk) maps w into C..

So by Proposition 2.4 (iii), there exist P, N € N and a sequence (my) such
that [bpnk| < €} for k > Zf;ll kj, n > N and m > m,. Hence for I > P,
n > N and m > m, we get

k;—x‘H‘;I

ki

£
Z |emnki| = Z |brmnk| < kl;I; = £.
k=1 v

k=k{_ +1

(v) By (i) and Proposition 2.1 (iii), for every p € N we can find N € N
such that sup, s y lim,, S Yk lamaki| < co. Hence if (v) fails, there exist
increasing sequences (n;), (p') and a double sequence (m;;) with m; j1q >
mg; (i,j € N) such that

L; p‘~1
Z Z }ami;’nikl’ > 24 + 2 Z Zla‘mijnikll ('L?J € N)’
=p' k =1 k

where L; := L(n;). We may assume that p**! > L; and

pf—1

Ly
Z Z |§R(am.’jn;kl)1 2 i + ¢ Z Z ‘am;,'nakll (7',.7 € N)-
I=p' & { k

=1

Now for every 4,j € N we fix M (¢, ) € N such that

L; oo
Z Z |a’m.’jn.‘kl‘ S 1 (l,] € N)

l=p' k=M(i,j)+1

By Remark 3.2, we may suppose that E{‘:‘p; fcvi(li’j) l@m, jpanikt] 1 (4,7 €

N). Hence

Li  M(i,j+1) p'~1

S > R@mank) 2 =240 > am,unml (5,5 €N).

I=pf k=M(i,5)+1 =1 k
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We put zp = sgn R(am, nr)/iif | = p',...,L;and k = M(i,j — 1) +
1,...,M(4,7) for some i,5 € N, j > 1 and zy; := 0 otherwise. Therefore
z = (zx1) € Cpe and

i M(z,] pi—l
[(AZ) i, | > Z Yo R@mgmr)l = YD mgnakl
l—p k=M(i,j~1)+1 =1 &k
L; M(i,j—1) .

- IZ Z Iamn" “I Z Z |a'm;,~n¢kll > i — % -2

I=p* k=M(i i,4)+1

for 7,7 € N, 7 > 1, yielding a contradiction.

Sufficiency. First note that (i) implies (ag, ) € € for every fixed Iy € N.
Moreover, in the same way as we proved that b € ¢ in Proposition 2.4 we
verify that there exist L € N such that a = ZtL—_—1 ael.

Further, we can suppose that ay; = 0 (k,! € N), because if A maps Cy.
into Ce, then A" = (a!,,;;) with al .., = Gmnii — art (m,n, k, 1 € N) also

does and Ce-limp, a5, = 0 (k,1 € N). Moreover,

L
C.- 11m(A:L‘),nn_C hm(Aa:mm—{—ZZakla:kl (z € Che).

Ty T

First we prove the statement for 2 € Cp, having Cpe-limy 25 = 0. For a
fixed € > 0 we choose P > K and a sequence (k;){2p such that |zy] < ¢
(k> ki, 1 > P). By (iv) and (v), we can find find Ny, P, € Nwith P, > P
and a sequence (my,) such that

ki
€
n>Ny, m>m, = |@mnki] < > P
o> e = Dl < gy ()
M = sup Zlamnkl, < 00.
n> Ny P,
m>my ?
We will estimate
oo k-1
'Zamnkzﬂiml < IZ Z amnuivui-F SN lamnnzl
=P k=k =P, k=1 (4)

P -
+ { Z Za’mnklfl!kll =: Apn + Bmn + Crin.
=1 &
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Keeping in mind that ay; = 0 (k,! € N), by (i) and Proposition 2.1 (iv),
we can find Ny > N; and a sequence (m},) such that m!, > m, and

€
n > N ! | £ 5——— (=1..., 7).
>Ny, m>m), = Xk:lamnul ~ Py maxy |z ( e

Hence for n > Ny and m > m! we get A,,, < Me, Cppp, < € and

[ kq 00 c
Brn < E  hax M E |@mnrt] < o1 S €
l=p, =~ T k=1 =P

So Ce-lim 1 (AZ) 1 » = 0.
Now, let = be an arbitrary element in Cy.. We put & := Cpe-lim, 5 Tmn-
Then the element y := (x5 — &) € Cp. meets Cpe-limy ; yx = 0. Hence

Ce-lim(Az)pn = Co- im (AY) 1, n + Ce- lim E(A€) 0
m,n m,n m,n

L L
= Zzaklxkl"i'i'(v—zzakl)-
1=1 =1 &

k

O

Note that the conditions (i)-(v) in Theorem 3.1 are independent. In
five following examples the considered matrix meets all of the hypotheses of
Theorem 3.1 except one with a number corresponding to the number of the
example. None of these matrices maps Cp, into C,.

Example 3.3. 1) The matrix A = (@mnk1) With ampn =1 and appp ==
0 forl # 1ork # n (mnk € N) does not sum the double sequence
Zk(~1)kek1 € Cpe.

2) The matrix A = (@mnki) With @Gmamn = (=1)" and ampr = 0 for
(k,1) # (m,n) (m,n € N) does not sum the double sequence e € Cj,.

8) The matrix A = (amnr) with ajier = 1, aiik+ie = =1, anp =0
for k # 1 and amnk == 0 for (m,n) # (1,1) (m, n, k,{ € N) does not sum the
double sequence }, ekk € C,..

4) The matrix A = (@mnpi) With @Gmpnn = 1 and apmpp == 0 for (k,1) #
(n,n) (m,n € N) does not sum the double sequence Y, ke¥* € Cy,.

5) The matrix A = (amnpt) With @Gmpma = 02, Umonmtin = —n? and
amnkt = 0 for (k,1) ¢ {(m,n),(m+ 1,n)} (m,n € N) does not sum the
double sequence z € Cy, with z4 := (=1)*/I (k,l € N).
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Theorem 3.4. A j-dimensional matriz A = (amup) maps Ce into Ce if
and only if it satisfies hypotheses (ii), (iv) and (v) of Theorem 3.1 and
(i') for every ly € N the matriz (Gmnkiy)m,n,k Maps w into Ce,
(iii") for every m,n € N: al™) = (ampr) k1 € P,

Under these circumstances, a = (ay) € ® and

C'e'}_,ilm (Ax)m,n = Za/klxkl + ('U - Z akl>Ce’g§r}1 Tom,n (1‘ € Ce)-
" ol Kl ’

Proof is analogous to that of Theorem 3.1. O

Theorem 3.5. A J-dimensional matriz A = (amnki) maps Cpe into Cpe
if and only if A satisfies (iii) of Theorem 3.1,
(i") for every ly € N the matriz (@mnkiy)mn,k Maps M into Cye,
(ii") the limit v := Cpe-limMym n D1 | Ginkl €TSS,
(iv") for every index sequence (kzj and sequence (g;) of positive numbers
there exists P € N such that
ky
Yn e Ndm,: m>m, = Z lamnrt]l <21 (1> P),
Foe

(v'") sup, lim,, }:k'l [@mngt] < 0.

Under these circumstances, a = (ay) € @({) and

Cbe',l,%rrTlL(Am)m,n = Zzaklmkl‘*“ (’U’“zzakocbe'};ﬁ}l Tm,n ($ € Cbe)-
’ Ik Uk '

Proof. Necessity of (iii) follows from Theorem 3.1. (i) and (ii’) can be
obtained analogously with Theorem 3.1. (iv') follows similarly to Theorem
3.1 (iv) with the help of Proposition 2.5.

(v') From (iv’) we get (cf. Remark 3.2) that for every n € N there exists
L(n) € N such that ™" = 211;(711) al™™el (m € N). Hence by (i") and
Proposition 2.2 (ii'), we get

L{n)
Supz lamnkl1 S Z SUPZ lamnkll < o0
ok =1 "k

Now (v') follows from Theorem 3.1 (v).

Sufficiency. By Theorem 3.1, the limit C.-lim,, ,,(Az)m » exists for every
z € Cpe. So we should just prove that supml(Aa:)mn‘ < oo for a fixed © € Cpe
and n € N.
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Let P; € N and a sequence (k;) be such that M := sup{|lzw| : | >
Py, k > ki} < oo. Using the notation of (4), by (v'), we get sup,, Apmpn <
sup,, Zk,l |@mnki] -M < co. By (iv'), for every n € N there exists L(n) € N

such that a(™™) = El[’:(?) almm™ el (m € N) (cf. Remark 3.2). Therefore

ki —1 L(n)
Z IZ a(m,n — Z Z ekl (m € N)
I k=1 =1 k=1

Py
supCmn < ZSUPZ |amnk1] _sup_ ]:vu| < 0.
=1 k kEN
Hence supmt(Aa;)mn| < oo. O

Theorem 3.6. A /-dimensional matrizc A = (apur) maps Ce into Coe of
and only if it satisfies hypotheses (iii') of Theorem 3.4, (it'), (iv'), and (v')
of Theorem 3.5 and

(i"") for every ly € N the matriz (@mnkiy )m,n,k Maps w into Che.

Under these circumstances, a = (ayg) € ® and

Cbe"g{%(Am)m,n = ;ammkz + (v - ;am Ce'l;lzr,% Tmn (€ €C).

Proof. Necessity. of (') is evident. Other statements follow by Theo-
rems 3.4 and 3.5.

Sufficiency. By Theorem 3.4, the limit C.-lim,, ,(A2),, , exists for every
¢ € Ce. Fixz € C, and n € N. Using the notation of (4), in the same
way as in Theorem 3.5 we get that sup,, A, < o0 and sup,, B, < 00.
By (i"") and Proposition 2.5 (ii'), for every n € N we can find K(n) € N
such that Zi_}l"l Yok tmnpe® = -t {_‘_(;L) amniie® (m € N). Hence
sup,, Cmn < 00. So supm[(Aa:)mn| < 0. U

In addition to the double sequences considered above, we now also treat
the space C,, of double sequences convergent in Pringsheim’s sense, and its
subspace

:l?kzl < ooy,

Cpp :=

At the end of our note we will verify that a 4-dimensional matrix A,
meeting

ve Wy (5)

for some space V € {C.,Cse, Cp,Csp}, should not meet (5) for any other space
from the same set.
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Example 3.7. 1) Put (Az)py = 0 for m < n and (A2)mn = Tm-nn
for m > n (n € N). Then A satisfies (5) for V € {Ce,Cs.}, but not for
Ve {Cp,Cbp}.

2) Let A : Q — Q be a matrix map, defined by (Az)m1 = mzm1,
(AZ)mn = Tmn (m,n € N, n > 1). Then A satisfies (5) for V € {Ce,Cp},
but not for V € {Cee,Cop}-

3) Put (AZ)pmn = Znn (z € Q; m,n € N). Then A satisfies (5) for
V € {Cp,Cop}, but not for V € {Ce, Ce}-

4) Consider the Ceséro 4-dimensional matrix map A : Q — Q, defined by
(A2)mn = (XChey Sy ) /mn (x € Q5 m,n € N). The matrix A satisfies
(5) for V € {Cpe, Cbp}, but not for V € {C.,Cp}.
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