Density expansions for correlations and eigenvalues of the covariance matrix

Tõnu Kollo and Anne Selart

Abstract. In the paper explicit approximation formulae for the sample correlation coefficient and eigenvalues of the sample covariance matrix are found. The approximations are based on univariate and multivariate normal and skew normal distributions. A simulation experiment has been carried out where the empirical distributions are compared with different approximations.

1. Introduction

Density expansions have become one of the main tools when approximating distributions of complicated statistics in the small sample situation. The theory is well developed in the univariate case (see Field & Ronchetti (1990) or Kolassa (1994), for example). Besides normal approximations several other approaches have been worked out that are based on non-symmetric densities like chi-square approximation (Hall, 1983) or gamma-approximation (Gerber (1979), for instance). In the multivariate case most of the existing results are based on the multivariate normal distribution (Barndorff-Nielsen & Cox (1989), Skovgaard (1986), Traut (1986)). So far the density expansions based on the non-symmetric densities are not frequent. We can refer here only to Tan (1979), (1980) and Kollo & von Rosen (1995) for Wishart approximations and Gupta & Kollo (2003) for the skew normal density expansions. In this paper results of Gupta & Kollo (2003) are developed and applied in two special cases: for eigenvalues of the sample covariance matrix and for an element of the sample correlation matrix. It is known that empirical distributions of these statistics are skewed and
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therefore it would be natural to use also a skewed distribution for the approximation. In our case the multivariate skew normal density is used in this role. The obtained skew normal approximations are compared with the corresponding empirical distributions and with the usual Edgeworth type expansions which are based on normal distribution. Both univariate and multivariate approximations are considered. The used formulae are based on a general relation between two density functions presented in Kollo & von Rosen (1998).

The structure of the paper is the following. In Section 2 basic notation and notions are presented and in Section 3 the necessary results on multivariate skew normal distribution are given. In Section 4 different approximations for eigenvalues of the sample covariance matrix and for an element of the sample correlation matrix are found and compared with the empirical distributions found from the simulation experiment. In Appendix the first three cumulants of the sample correlation matrix have been derived.

2. Basic notions

In the following bold capital letters $X$, $Y$, $Z$ stand for random vectors and lower-case bold letters $x$, $y$, $z$ for their realizations. Lower-case letters $t$, $u$, $v$, ... are used for arbitrary constant vectors, and constant matrices are denoted by capital letters $A$, $B$, $C$, .... Notation $A^t$ stands for the transposed matrix $A$. If $X$ is a continuous random $p$-vector then the density function of $X$ is denoted by $f_X(x)$, for $X \sim N_p(\mu, \Sigma)$ the density function is $\phi_p(x; \mu, \Sigma)$.

Let $X$ be a continuous random $p$-vector. The characteristic function $\varphi_X(t)$ of $X$ is defined as the expectation:

$$
\varphi_X(t) = E \exp(it^tX) = \int_{\mathbb{R}^p} e^{it^tX} f_X(x) dx, \quad t \in \mathbb{R}^p,
$$

and the cumulant function $\psi_X(t)$:

$$
\psi_X(t) = \ln \varphi_X(t).
$$

Moments $m_k(X)$ of the random vector $X$ are defined as the derivatives

$$
m_k(X) = \left. \frac{1}{i^k} \frac{d^k \varphi_X(t)}{dt^k} \right|_{t=0}, \quad k = 1, 2, \ldots,
$$

and central moments $\overline{m}_k(X)$ as

$$
\overline{m}_k(X) = \left. \frac{1}{i^k} \frac{d^k \varphi_{X-E(X)}(t)}{dt^k} \right|_{t=0}, \quad k = 1, 2, \ldots.
$$

Cumulants $c_k(X)$ are defined as the derivatives

$$
c_k(X) = \left. \frac{1}{i^k} \frac{d^k \psi_X(t)}{dt^k} \right|_{t=0}, \quad k = 1, 2, \ldots. \quad (2.1)
$$
For derivation of cumulants we need the notion of matrix derivative. If the elements of an \( r \times s \) matrix \( Y \) are functions of a \( p \times q \) matrix \( X \), the matrix derivative of \( Y \) by \( X \) is a \( pq \times rs \) partitioned matrix \( \frac{dY}{dX} \) which is defined by the following equality:

\[
\frac{dY}{dX} = \frac{\partial}{\partial \text{vec} \ X} \text{vec} \ Y, \tag{2.2}
\]

where

\[
\frac{\partial}{\partial \text{vec} \ X} = \left( \frac{\partial}{\partial x_{11}}, \ldots, \frac{\partial}{\partial x_{p1}}, \frac{\partial}{\partial x_{12}}, \ldots, \frac{\partial}{\partial x_{p2}}, \ldots, \frac{\partial}{\partial x_{1q}}, \ldots, \frac{\partial}{\partial x_{pq}} \right)^t.
\]

Higher order matrix derivatives are defined recursively:

\[
\frac{d^k Y}{dX^k} = \frac{d}{dX} \left( \frac{d^{k-1} Y}{dX^{k-1}} \right).
\]

In the following text the derivative \( \frac{d^k Y}{dX^k} \) is also denoted by \( Y^{(k)}(X) \). For the matrix derivative and related matrix algebra (commutation matrix \( K_{pq} \), vec-operator etc.), see Magnus & Neudecker (1999) or Kollo (1991).

3. Multivariate skew normal distribution

The skew normal distribution is an extension of the normal distribution. The symmetry of the normal distribution is distorted with one extra parameter called the shape parameter. In the case of a scalar random variable the sign of the shape parameter indicates whether the heavy tail is in direction of negative or positive values. Shape parameter value 0 corresponds to the normal distribution. The scalar version of the skew normal distribution was first introduced by Azzalini (1985) and generalized to the multivariate case in Azzalini & Dalla Valle (1996) and Azzalini & Capitanio (1999). We shall follow Gupta & Kollo (2003) in the presentation of the multivariate skew normal distribution.

Random \( p \)-vector \( Z \) is said to have multivariate skew normal distribution with parameters \( \mu, \Sigma \) and \( \alpha \), if the density function of \( Z \) is of the form

\[
f_Z(z) = 2\phi_p(z; \mu, \Sigma)\Psi(\alpha^t(z - \mu)), \quad z \in \mathbb{R}^p,
\]

where \( \phi_p(z; \mu, \Sigma) \) is the density function of the normal distribution \( N_p(\mu, \Sigma) \), \( \Psi(\cdot) \) is the distribution function of the standard normal distribution \( N(0, 1) \) and \( \mu, \alpha \) are constant \( p \)-vectors.

The constant vector \( \mu : p \times 1 \) is called the location parameter and \( \alpha : p \times 1 \) is called the shape parameter. If the distribution of \( Z : p \times 1 \) is skew normal with parameters \( \mu, \Sigma \) and \( \alpha \), we use the following notation: \( Z \sim SN_p(\mu, \Sigma, \alpha) \). If the location parameter \( \mu = 0 \) then instead \( SN_p(0, \Sigma, \alpha) \) the notation \( SN_p(\Sigma, \alpha) \) is used.
Skew normal distributions share several good properties with normal distributions. For example, the marginal distributions of a skew normal vector are skew normal. Cumulants of skew normal and normal distributions are also similar. As skew normal distributions have one additional parameter, the cumulants have additional terms comparing to cumulants of a normal distribution as can be seen from the following table (Gupta & Kollo, 2003).

Table 1: Cumulants of the normal and skew normal distributions

<table>
<thead>
<tr>
<th></th>
<th>$Z \sim SN_p(\mu, \Sigma, \alpha)$</th>
<th>$X \sim N_p(\mu, \Sigma)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_1(Z)$</td>
<td>$\mu + \sqrt{\frac{2}{\pi}} \nu$</td>
<td>$c_1(X) = \mu$</td>
</tr>
<tr>
<td>$c_2(Z)$</td>
<td>$\Sigma - \frac{1}{\pi} \nu \nu^t$</td>
<td>$c_2(X) = \Sigma$</td>
</tr>
<tr>
<td>$c_3(Z)$</td>
<td>$\sqrt{\frac{2}{\pi}} \left( \frac{4}{\pi} - 1 \right) \nu (\nu)^{\otimes 2}$</td>
<td>$c_3(X) = 0$</td>
</tr>
</tbody>
</table>

In Table 1 we use notation

$$\nu = \frac{\Sigma \alpha}{\sqrt{1 + \alpha^t \Sigma^{-1} \alpha}}.$$

The derivatives of the skew normal and the normal density functions have again some similarities. Both of them can be expressed through the density function itself and multivariate Hermite polynomials. The multivariate Hermite polynomial of order $k$ is defined by the equality

$$H_k(x; \mu, \Sigma) = (-1)^k \frac{\phi_p^{(k)}(x; \mu, \Sigma)}{\phi_p(x; \mu, \Sigma)},$$

where $X \sim N_p(\mu, \Sigma)$ and $\phi_p^{(k)}(x; \mu, \Sigma)$ stands for the $k$-th derivative of $N_p(\mu, \Sigma)$ density function. The expressions of a first three multivariate Hermite polynomials are of the following form (Kollo, 1991, p. 141):

$$H_1(z; \mu, \Sigma) = \Sigma^{-1}(z - \mu);$$
$$H_2(z; \mu, \Sigma) = \Sigma^{-1}(z - \mu)(z - \mu)^t \Sigma^{-1} - \Sigma^{-1};$$
$$H_3(z; \mu, \Sigma) = \Sigma^{-1}(z - \mu)((z - \mu)^t \Sigma^{-1})^{\otimes 2} - \Sigma^{-1}(z - \mu) \vec{\Sigma}^t - \Sigma^{-1} \otimes (z - \mu) \Sigma^{-1} \vec{\otimes} \Sigma^{-1}.$$

From Gupta & Kollo (2003) we get the expressions of the first derivatives of a skew normal density. Let $Z \sim SN_k(\mu, \Sigma, \alpha)$. Then the first three
derivatives of the density function $f_Z(z)$ are of the form:

\[ f_Z^{(1)}(z) = \left[-H_1(z; \mu, \Sigma) + \alpha \frac{\phi(\alpha^t z)}{\Phi(\alpha^t z)}\right] f_Z(z); \]

\[ f_Z^{(2)}(z) = \left[H_2(z; \mu, \Sigma) - \frac{\phi(\alpha^t z)}{\Phi(\alpha^t z)} \left(\alpha H_1^t(z; \mu, \Sigma) - \alpha h_1(\alpha^t z) \alpha^t + H_1(z; \mu, \Sigma) \alpha^t\right)\right] f_Z(z); \]

\[ f_Z^{(3)}(z) = \left[-H_3(z; \mu, \Sigma) + \frac{\phi(\alpha^t z)}{\Phi(\alpha^t z)} \left(\alpha \text{vec}^t H_2(z; \mu, \Sigma) + H_2(z; \mu, \Sigma) \otimes \alpha^t + \alpha^t \otimes H_2(z; \mu, \Sigma) \alpha^t + \alpha \alpha^t \otimes H_1^t(z; \mu, \Sigma)\right)\right] f_Z(z), \] (3.1)

where $h_i(\cdot)$ are univariate and $H_i(z; \mu, \Sigma)$ multivariate Hermite polynomials, and $\phi, \Phi$ are the density and distribution functions of $N(0, 1)$.

4. Expansions for eigenvalues and correlations

A general relation between two density functions is given in the paper Kollo & von Rosen (1998) as Corollary 3.1. An unknown density is approximated by a formal density expansion which includes cumulants of unknown density and cumulants and derivatives of a known density function.

We are going to approximate first the density function of the statistic

\[ Y_i = \sqrt{n}(d_i - \delta_i), \]

where $\delta_i$ is the $i$-th eigenvalue of the population covariance matrix $\Sigma$ and $d_i$ is the $i$-th eigenvalue of a sample covariance matrix $S$. From simulation experiments it is known that empirical distribution of this statistic is skewed. If the sample is from the normal population $N_r(\mu, \Sigma)$, then the cumulants of $Y_i$ can be expressed as follows (Siotani, Hayakawa & Fujikoshi (1985), p. 454):

\[ c_1(Y_i) = \frac{\alpha_i}{\sqrt{n}} + O(n^{-\frac{3}{2}}); \]

\[ c_2(Y_i) = 2\delta_i^2 + \frac{2b_i}{n} + O(n^{-2}); \]

\[ c_3(Y_i) = \frac{8\delta_i^3}{\sqrt{n}} + O(n^{-\frac{5}{2}}); \]

\[ c_k(Y_i) = o(n^{-\frac{1}{2}}), \quad k \geq 4, \]
where

\[ a_i = \sum_{k \neq i}^{p} \frac{\delta_i \delta_k}{\delta_i - \delta_k}; \quad b_i = \sum_{k \neq i}^{p} \frac{\delta_i \delta_k^2}{(\delta_i - \delta_k)^2}. \]  

(4.1)

Set \( i = 1 \), then \( Y = Y_1 \) is determined by the largest eigenvalues of the population and the sample covariance matrices.

Our approximations will be based on skew normal and normal distributions. Skew normal distribution can be used for approximation if we consider the shape parameter \( \alpha \) dependent on the sample size \( n \) in the following way

\[ \alpha = \frac{\alpha^*}{\sqrt{n}}, \]  

(4.2)

where \( \alpha^* = O(1) \). In this case the terms in derivatives of a skew normal density function \( f_Z \) are of diminishing order (Gupta & Kollo, 2003)

\[ f_Z^{(1)}(z) = O(1) + O(n^{-\frac{1}{2}}); \]
\[ f_Z^{(2)}(z) = O(1) + O(n^{-\frac{1}{2}}) + O(n^{-1}); \]
\[ f_Z^{(3)}(z) = O(1) + O(n^{-\frac{1}{2}}) + O(n^{-1}) + O(n^{-3/2}) \]

and further

\[ f_Z^{(k)}(z) = O(1) + o(1), \quad k \geq 4. \]

In the expansions we shall exclude later on these terms of \( f_Z^{(i)} \) \( (i = 1, 2, 3) \) which are of higher order.

From expression (4.2) we get that \( \alpha = O(n^{-\frac{1}{2}}) \) and

\[ \frac{1}{\sqrt{1 + \alpha^* \Sigma \alpha}} = O(1). \]

Thus the cumulants of \( Z \sim SN_r(\mu, \Sigma, \alpha) \) can be expressed as

\[ c_1(Z) = \mu + \frac{1}{\sqrt{n}} \sqrt{\frac{2}{\pi}} \frac{\Sigma \alpha^*}{\sqrt{1 + \frac{1}{2} \alpha^* \Sigma \alpha^*}} = \mu + \frac{1}{\sqrt{n}} A_1(Z); \]
\[ c_2(Z) = \Sigma - \frac{1}{n} \frac{2 \Sigma \alpha^* \alpha^* \Sigma}{\pi \left(1 + \frac{1}{2} \alpha^* \Sigma \alpha^*\right)} = \Sigma - \frac{1}{n} A_2(Z); \]
\[ c_3(Z) = \frac{1}{n^{\frac{3}{2}}} \sqrt{\frac{2}{\pi}} \left(\frac{4}{\pi} - 1\right) \frac{\Sigma \alpha^* (\alpha^* \Sigma)^{\otimes 2}}{\left(1 + \frac{1}{n} \alpha^* \Sigma \alpha^*\right)^{\frac{3}{2}}} = \frac{1}{n^{\frac{3}{2}}} A_3(Z), \]

where \( A_1(Z), A_2(Z) \) and \( A_3(Z) \) are of order \( O(1) \). From here we get the order of the cumulants: \( c_1(Z) = O(1) + O(n^{-\frac{1}{2}}) \), \( c_2(Z) = O(1) + O(n^{-1}) \).
and \( c_3(Z) = O(n^{-\frac{3}{2}}) \). By Gupta & Kollo (2003)

\[
c_k(Z) = O(n^{-\frac{k}{2}}), \quad k \geq 4.
\]

From the text above it can be concluded that in expansions the terms which include differences of cumulants and derivatives of \( f_Z \) are of diminishing order and the expansion converges if the term which includes the difference of the second cumulants equals 0. The similar convergence holds if we use normal density \( f_X \) instead of skew normal. Then \( c_2(X) = O(1) \) and \( c_k(X) = 0 \) if \( k \geq 3 \).

We are going to examine closer four expansions. The first two are based on Theorem 4.1 and the other two are based on Theorem 4.2 from article Kollo & von Rosen (1998). These two theorems are presented jointly in the following statement.

**Theorem.** Let \( Y \) be a random \( p \)-vector and let \( X \) be a random \( r \)-vector, \( p \leq r \). Let \( DX \) be a non-singular matrix with different eigenvalues \( \lambda_1 > \lambda_2 > \ldots > \lambda_r \).

(i) Let \( DA \) be non-singular and let \( (DA)^{\frac{1}{2}} \) be any square root of \( DA \) so that \( (DA)^{\frac{1}{2}}(DA)^{-\frac{1}{2}} = DA \). Then

\[
f_Y(y_0) = |DX|^\frac{1}{2} |DA|^{-\frac{1}{2}} (2\pi)^{\frac{1}{2}(r-p)} \times \left\{ f_X(x_0) - \frac{1}{6} \text{vec}^t(P^t c_3(Y) P^g - c_3(X)) \text{vec} f_X^{(3)}(x_0) + r_3 \right\},
\]

where \( x_0 = P^t y_0 - P^t E Y + EX, P = (DA)^{-\frac{1}{2}} V^t, V = (v_1, \ldots, v_p) \) is an \( r \times p \) matrix, with columns being the first \( p \) eigenvalue-normed eigenvectors \( (v_i^t v_1 = \lambda_1) \) of \( DX \), and \( r_3 \) denotes the remainder term.

(ii) Let \( m_2(Y) \) be non-singular and let \( (m_2(Y))^{\frac{1}{2}} \) be any square root of \( m_2(Y) \) so that \( (m_2(Y))^{\frac{1}{2}}(m_2(Y))^{-\frac{1}{2}} = m_2(Y) \). If \( E X = 0 \), then

\[
f_Y(y_0) = |DX|^\frac{1}{2} |m_2(Y)|^{-\frac{1}{2}} (2\pi)^{\frac{1}{2}(r-p)} \times \left\{ f_X(x_0) - E Y^t P \text{vec} f_X^{(1)}(x_0) \right. \\
- \frac{1}{6} \left[ \text{vec}^t(P^t c_3(Y) P^g - c_3(X)) \right] \text{vec} f_X^{(3)}(x_0) + r_3 \right\},
\]

where \( x_0 = P^t y_0, P = (m_2(Y))^{-\frac{1}{2}} V^t, V = (v_1, \ldots, v_p) \) is an \( r \times p \) matrix, with columns being the first \( p \) eigenvalue-normed eigenvectors \( (v_i^t v_1 = \lambda_1) \) of \( m_2(X) \), and \( r_3 \) denotes the remainder term.
From part (i) of the previous theorem we get the following normal approximation:
\[
f_Y(y_0) = |\Sigma|^{\frac{1}{2}} (2\pi)^{-\frac{1}{2}} r^{-1} \varphi_r(x_0; \Sigma, \mu) \times \left\{ 1 + \frac{4}{3(\sqrt{\pi})^2} \text{vec}^t (v_1 v_1^t) \text{vec} H_3(x_0; \Sigma, \mu) + r_3 \right\},
\]
(4.3)
where \(x_0 = v_1 (2\delta_1^2)^{-\frac{1}{2}} (y_0 - n^{-\frac{1}{2}} a_1) + \mu\), \(v_1\) is the eigenvector of \(\Sigma\) corresponding to the largest eigenvalue \(\delta_1\) and \(a_1\) is given in (4.1). The second expansion is based on a skew normal distribution
\[
f_Y(y_0) = |\Sigma|^{\frac{1}{2}} (2\pi)^{-\frac{1}{2}} r^{-1} n^{-\frac{1}{2}} f_Z(x_0)
\times \left\{ 1 + \frac{1}{6\sqrt{n}} \text{vec}^t (2\sqrt{2} v_1 v_1^t) \text{vec} H_3(x_0; \Sigma) + r_3 \right\},
\]
(4.4)
where \(x_0 = v_1 (2\delta_1^2)^{-\frac{1}{2}} (y_0 - n^{-\frac{1}{2}} a_1) + A_1(Z)\) and \(Z \sim SN_r(\Sigma, \alpha)\). To determine the parameter \(\alpha\) we assume that the moments of \(P^t Y\) and \(Z\) are close. Set \(EZ = P^t EY\) or
\[
\sqrt{\frac{2}{\pi}} \Sigma \alpha \approx P^t EY,
\]
from where we get
\[
\alpha \approx \Sigma^{-1} v_1 (2\delta_1^2)^{-\frac{1}{2}} a_1 \sqrt{\frac{\pi}{2}} n^{-\frac{1}{2}}.
\]
As the third cumulant \(c_3(Z)\) is of order \(O(n^{-\frac{3}{2}})\) it could be excluded from the expansions but we shall keep it to include additional skewness term into the approximations.

In the univariate case we get from part (ii) of Theorem the following two expansions: the first one is based on the normal distribution
\[
f_Y(y_0) = \phi(y_0; 0, 2\delta_1^2) \left\{ 1 + \frac{a_1}{\sqrt{n}} h_1(y_0; 2\delta_1^2) + \frac{4\delta_1^3}{3\sqrt{n}} h_3(y_0; 2\delta_1^2) + r_3 \right\}
\]
(4.5)
and the other one is based on the skew normal distribution
\[
f_Y(y_0) = f_Z(y_0) \left\{ 1 + \frac{a_1}{\sqrt{n}} h_1(y_0; 2\delta_1^2, \mu)
+ \frac{1}{\sqrt{n}} \left( \frac{4\delta_1^3}{3} - \frac{1}{n} A_3(Z) \right) h_3(y_0; 2\delta_1^2, \mu) + r_3 \right\}
\]
(4.6)
If we assume \(EZ = 0\) as in Theorem (ii), we must use distribution \(SN(\mu, \sigma^2, \alpha)\) (Azzalini, 1985). In the case of \(SN(\sigma^2, \alpha)\) the condition \(EZ = 0\) is satisfied only if \(\alpha = 0\) i.e. the normal distribution. To determine \(\mu\) and \(\alpha\) we choose again
\[
\alpha \approx \sigma^{-1} a_1 \sqrt{\frac{\pi}{2}} n^{-\frac{1}{2}}.
\]
and \( \mu = a_1 n^{-\frac{1}{2}} = -EY \), to have the condition \( EZ = 0 \) satisfied. The parameter \( \sigma^2 \) is chosen to be \( 2\delta_1^2 \) and the obtained result is expansion (4.6).

To study these expansions numerically we consider the normal population \( N_3(\mu, \Sigma) \), where

\[
\Sigma = \begin{pmatrix}
0.9 & 0.2 & 2.0 \\
0.2 & 3.0 & 0.5 \\
2.0 & 0.5 & 5.0
\end{pmatrix} \quad \text{and} \quad \mu = \begin{pmatrix} 1 \\ 2 \\ 3 \end{pmatrix}.
\] (4.7)

To find the empirical density of \( Y = \sqrt{n}(d_1 - \delta_1) \) we generated 2000 samples with sample size 9.

As can be seen from Figure 1 the approximation (4.3) gives the best fit in the middle part and on the left tail of the empirical distribution, approximations (4.4)–(4.6) have too heavy tails. At the same time it is difficult to decide which approximation is the best on the right tail.

![Figure 1. Density approximations for \( Y = \sqrt{n}(d_1 - \delta_1) \), sample size \( n = 9 \).](image)

Another statistic of interest is \( Y_{12} = \sqrt{n}(r_{12} - \omega_{12}) \), where \( r_{12} \) and \( \omega_{12} \) are elements of the sample correlation matrix \( R = S_d^{\frac{1}{2}} SS_d^{-\frac{1}{2}} \) and population correlation matrix \( \Omega \), respectively. At first we need the cumulants of
\( Y = \sqrt{n}\text{vec}(R - \Omega) \). The expressions of the first three cumulants of vec \( R \) are found in Appendix. If the population distribution is normal \( N(\mu, \Sigma) \) then (see Kollo, 1991, p. 106, for example)

\[
\bar{m}_2(\text{vec } S) = \frac{1}{n} \Pi_N = \frac{1}{n} (I_{r2} + K_{r,r})(\Sigma \otimes \Sigma)
\]

and

\[
c_1(Y) = \frac{1}{2\sqrt{n}} (I_{r2} \otimes \text{vec}^t \Pi_N) K_{r,r} \text{vec } D_2;
\]

\[
c_2(Y) = D_1 \Pi_N D_1^t
\]

\[-\frac{1}{4n} (I_{r2} \otimes \text{vec}^t \Pi_N) K_{r,r} \text{vec } D_2 \text{vec}^t D_2 K_{r,r} \text{vec } (\text{vec } \Pi_N \otimes I_{r2});
\]

\[
c_3(Y) = \frac{1}{2\sqrt{n}} \left[ - (I_{r2} \otimes \text{vec}^t \Pi_N) K_{r,r} \text{vec } D_2 \text{vec}^t D_1 \Pi_N D_1^t
\]

\[- (\text{vec}^t D_2 K_{r,r} \text{vec } (\text{vec } \Pi_N \otimes I_{r2}) \otimes D_1 \Pi_N D_1^t) (I_{r2} + K_{r,r})
\]

\[+ \frac{1}{2n} (I_{r2} \otimes \text{vec}^t \Pi_N) K_{r,r} \text{vec } D_2 (\text{vec}^t D_2 K_{r,r} \text{vec } (\text{vec } \Pi_N \otimes I_{r2})) \otimes D_2 \right],
\]

where \( D_1 = \left( \frac{dR}{dS} \right)_S = \Sigma \) and \( D_2 = \left( \frac{d^2R}{dS^2} \right)_S = \Sigma \).

To find the cumulants of \( Y_{12} \) we can consider \( Y_{12} = e_2^t Y \), where \( e_2 \) is an \( r^2 \)-dimensional basis vector, so that all other elements of \( Y \) are eliminated except \( Y_{12} \). Hence \( c_1(Y_{12}) = e_2^t c_1(Y) \), \( c_2(Y_{12}) = e_2^t c_2(Y) e_2 \) and \( c_3(Y_{12}) = e_2^t c_3(Y) e_2^{\otimes 2} \). The cumulants can be expressed in a following way:

\[
c_1(Y_{12}) = e_2^t c_1(Y) = \frac{1}{\sqrt{n}} C_1;
\]

\[
c_2(Y_{12}) = e_2^t c_2(Y) e_2 = C + \frac{1}{n} C_2;
\]

\[
c_3(Y_{12}) = e_2^t c_3(Y) e_2^{\otimes 2} = \frac{1}{\sqrt{n}} C_3 + o(n^{-1}),
\]

where \( C \) and \( C_i \) (\( i = 1, 2, 3 \)) do not depend on the sample size \( n \). Analogously to the approximations (4.3)–(4.6) we get the following four expansions. The first one is based on the multivariate normal distribution

\[
f_{Y_{12}}(y_0) = |\Sigma|^{\frac{1}{2}} C^{-\frac{1}{2}} (2\pi)^{-r^{-1}} \phi_r(x_0; \Sigma, \mu)
\]

\[\times \left\{ 1 + \frac{1}{6\sqrt{n}} \text{vec } (v_1 C_3 C^{-3/2} v_1^\otimes 2) \text{vec } H_3(x_0; \Sigma, \mu) + r_3 \right\}, \tag{4.8}
\]

In given
where \( x_0 = v_1 C^{-\frac{1}{2}}(y_0 - \frac{1}{n} C_1) + \mu \) and \( V_1 \) is the eigenvector of \( \Sigma \) which corresponds to its largest eigenvalue \( \delta_1 \). The second is based on the multivariate skew normal distribution

\[
f_{Y_12}(y_0) = |\Sigma|^{\frac{1}{2}} C^{-\frac{1}{2}}(2\pi)^{-\frac{n}{2}} f_Z(x_0) \\
\times \left\{ 1 + \frac{1}{6\sqrt{n}} \text{vec} \left( (v_1 C_3 C^{-3/2} (v_1^*)^\otimes 2 - \frac{1}{n} A_3(Z)) \text{vec} H_3(x_0; \Sigma) + r_3 \right) \right\}.
\]

(4.9)

where \( x_0 = v_1 C^{-\frac{1}{2}}(y_0 - \sigma^{-\frac{1}{2}} C_1) + A_1(Z) \) and \( Z ~ SN_r(\Sigma, \alpha) \). Here \( \alpha \approx \Sigma^{-1} V_1 C^{-\frac{1}{2}} C_1 \sigma^{-\frac{1}{2}} \). The third is based on the univariate normal distribution

\[
f_{Y_12}(y_0) = \phi(y_0; 0, C) \left\{ 1 + \frac{C_1}{\sqrt{n}} h_1(y_0; C) + \frac{1}{6\sqrt{n}} C_3 h_3(y_0; C) + r_3 \right\}.
\]

(4.10)

The fourth approximation is based on the univariate skew normal distribution, where again \( \alpha \approx \sigma^{-1} C_1 \sigma^{\frac{1}{2}} n^{-\frac{1}{2}} \) and \( \mu = C_1 n^{-\frac{1}{2}} = -EY \), i.e. the condition \( EZ = 0 \) is satisfied. The parameter \( \sigma^2 \) we choose equal to \( C \):

\[
f_{Y_12}(y_0) = f_Z(y_0) \left\{ 1 + \frac{C_1}{\sqrt{n}} h_1(y_0; \mu, C) \\
+ \frac{1}{6\sqrt{n}} \left( C_3 - \frac{1}{n} A_3(Z) \right) h_3(y_0; \mu, C) + r_3 \right\}.
\]

(4.11)

For a numerical study we use the same population distribution as in the previous example, i.e \( N_3(\mu, \Sigma) \), where \( \mu \) and \( \Sigma \) are given by (4.7). The population correlation matrix is in this case

\[
\Omega = \begin{pmatrix}
1 & 0.12 & 0.94 \\
0.12 & 1 & 0.13 \\
0.94 & 0.13 & 1
\end{pmatrix}.
\]

In Figure 2 the graphs of all approximations practically coincide and do not give a good fit with the empirical distribution.
Figure 2. Density approximations for $Y_{12} = \sqrt{n}(r_{12} - \omega_{12})$, sample size $n = 9$.

Appendix

The cumulant function of $R$ is (Kollo & Ruul, 2003)

$$
\psi_R(t) = i \text{vec}^t(T) \text{vec} \Omega + \ln\{1 - \frac{1}{2} \text{vec}^t(T) \mathbf{M} \text{vec}(T) + \frac{i}{2} \text{vec}^t(T) \mathbf{N}\},
$$

where

$$
\mathbf{M} = D_1 \bar{m}_2(\text{vec} S) D_1^t;
$$

$$
\mathbf{N} = \{I_{r_2} \otimes \text{vec}^t(\bar{m}_2(\text{vec} S))\} K_{r_2, r_2} \text{vec} D_2
$$

and $D_1, D_2$ are defined as in Section 4. To find the cumulants of $Y = \sqrt{n} \text{vec}(R - \Omega)$ the derivatives of $\psi_R$ have to be found as indicated by formula (2.1). Denote

$$
G = \left(1 - \frac{1}{2} \text{vec}^t(T) \mathbf{M} \text{vec}(T) + \frac{i}{2} \text{vec}^t(T) \mathbf{N}\right)^{-1};
$$

$$
H = \frac{i}{2} \mathbf{N} - \mathbf{M} \text{vec}(T).
$$
Then using formula (2.2) the first-order derivative is
\[
\frac{d\psi_R(T)}{dT} = \text{vec } \Omega i + \frac{dG^{-1}}{dT}G = \text{vec } \Omega i - \frac{1}{2} \left[ (M \text{vec}(T) + M \text{vec}(T)) + iN \right] G
\]
\[
= \text{vec } \Omega i + HG.
\]

From here the derivative at \( T = 0 \) equals
\[
\left. \frac{d\psi_R(T)}{dT} \right|_{T=0} = \text{vec } \Omega i + \frac{i}{2} N
\]
and the first cumulant
\[
c_1(\text{vec } R) = \text{vec } \Omega + \frac{1}{2} N.
\]

For the second-order derivative
\[
\frac{d^2\psi_R(T)}{dT^2} = \frac{dH}{dT}(G \otimes I_2) + \frac{dG}{dT}H^t
\]
we have to find first \( \frac{dH}{dT} \) and \( \frac{dG}{dT} \):
\[
\frac{dH}{dT} = -M^t; \quad \frac{dG}{dT} = \left( \frac{i}{2} N - M \text{vec}(T) \right)(-1)G^2 = -HG^2.
\]

If we replace now obtained results into the expression above, we get:
\[
\frac{d^2\psi_R(T)}{dT^2} = -M(G \otimes I_2) - HG^2H^t = -G \otimes M - H G^2 H^t
\]
and so from the second order derivative at \( T = 0 \)
\[
\left. \frac{d^2\psi_R(T)}{dT^2} \right|_{T=0} = -M - \frac{i}{4} NN^t
\]
we get the second cumulant
\[
c_2(\text{vec } R) = M - \frac{1}{4} NN^t.
\]

Finally the third order derivative and cumulant are as follows:
\[
\frac{d^3\psi_R(T)}{dT^3} = -\frac{dG}{dT} \otimes \text{vec } ^t M - \frac{dH}{dT}(G^2H^t \otimes I_2)
\]
\[
- \left( \frac{dG^2}{dT} H^t + \frac{dH^t}{dT} G^2 \right) (I_2 \otimes H^t)
\]
\[
- HG^{-2} \otimes \text{vec } ^t M + G^2H^t \otimes M + H2G^3(H^t \otimes H^t) + M \otimes G^2 H^t;
\]
\[
\left. \frac{d^3\psi_R(T)}{dT^3} \right|_{T=0} = \frac{i}{2} N \otimes \text{vec } ^t M + \frac{i}{2} N^t \otimes M + \frac{i^3}{4} N(N^t \otimes N^t) + M \otimes \frac{i}{2} N^t;
\]
\[
c_3(\text{vec } R) = \frac{1}{2} \left[ \frac{1}{2} N(N^t) \otimes 2 \right. \left. - (N^t \otimes M)(I_{r^2} + K_{r^2}) - N \text{vec } ^t M \right].
\]
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