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On the degree of approximation of continuous
functions by a specific transform of partial sums of

their Fourier series

Xhevat Z. Krasniqi

In memory of Professor László Leindler

Abstract. Using the Mean Rest Bounded Variation Sequences or the
Mean Head Bounded Variation Sequences, we have proved four theo-
rems pertaining to the degree of approximation in sup-norm of a contin-
uous function f by general means τλn,A(f) of partial sums of its Fourier
series. The degree of approximation is expressed via an auxiliary func-
tion H(t) ≥ 0 and via entries of a matrix whose indices form a strictly
increasing sequence of positive integers λ := {λ(n)}∞n=1.

1. Introduction

Let S be the class of all real sequences and let w := {wn} ∈ S be any
sequence. The sequence w is said to be monotone increasing (decreasing)
if wn − wn+1 ≤ 0 (wn − wn+1 ≥ 0) for all n ∈ N ∪ {0}. It is shown in [7]
that every zero monotone decreasing sequence is of Rest Bounded Variation
(RBV S-class), but not conversely. Moreover, every monotone increasing
sequence is of Head Bounded Variation (HBV S-class), but not conversely
(see [8]).

A sequence w := {wn} of non-negative numbers tending to zero is called
a sequence of Rest Bounded Variation, or briefly w ∈ RBV S, if it has the
property

∞∑
n=m

|wn − wn+1| ≤ K(w)wm

for all natural numbers m, where K(w) is a constant depending only on w.
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A sequence w := {wn} of non-negative numbers will be called a sequence
of Head Bounded Variation, or briefly w ∈ HBV S, if it has the property

m−1∑
n=0

|wn − wn+1| ≤ K(w)wm

for all natural numbers m, or only for all m ≤ N if the sequence w has only
finitely many nonzero terms, and the last nonzero term is wN .

Another class of sequences, important in applications, has been introduced
in [9]. The sequence w of non-negative numbers tending to zero is called a
Mean Rest Bounded Variation Sequence, or briefly w ∈MRBV S, if

∞∑
k=m

|wk − wk+1| ≤
K(w)

m+ 1

∑
k∈[m/2,m]

wk

for all natural numbers m, where K(w) is a positive constant depending
only on w.

The sequence w of non-negative numbers is called a Mean Head Bounded
Variation Sequence (see [16]), or briefly w ∈MHBV S, if it has the property

n−m−1∑
k=0

|wk − wk+1| ≤
K(w)

m+ 1

n∑
k=n−m

wk

for all positive integers m < n, where the sequence w has only finitely many
nonzero terms and the last nonzero term is wn, and K(w) is a positive
constant which depends only on the sequence w.

We see that in the above inequalities a positive constant K(w) is ap-
pearing and, for the reason that it has to be finite, we need to suppose the
condition 0 < K(w) ≤ K, where K > 0 is a real number.

It was pointed out in [16] (see also [10]) that

RBV S (MRBV S and HBV S (MHBV S. (1)

These sub-classes of the class S have been used widely in the studies of
error estimates through trigonometric Fourier approximation and they still
receive considerable attention. Further, we are not going to list all results
obtained by others, however for our purposes we are going to write down
only those that are connected to ours presented in this research paper.

Let f(x) be a 2π-periodic continuous function. Let sn(f) := sn(f ;x)
denote the n-th partial sum of its Fourier series

a0
2

+
∞∑
k=1

(ak cos kx+ bk sin kx)
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at x, i.e.,

sn(f ;x) =
a0
2

+

n∑
k=1

(ak cos kx+ bk sin kx),

and let ω(δ) = ω(δ, f) denote the modulus of continuity of f .
Let A := (an,k) (k, n = 0, 1, . . . ) be a lower triangular infinite matrix of

real numbers and let the A-transform of {sn(f ;x)} be given by

Tn,A(f) := Tn,A(f ;x) :=
n∑
k=0

an,ksk(f ;x) (n = 0, 1, . . . ).

The deviation

‖Tn,A(f)− f‖ = sup
0≤x≤2π

|Tn,A(f ;x)− f(x)|

was estimated by Chandra [3, 4] for monotonic sequences {an,k}nk=0.

Theorem 1. Let {an,k} satisfy the conditions

an,k ≥ 0 and
n∑
k=0

an,k = 1, (2)

an,k ≤ an,k+1 (k = 0, 1, . . . , n− 1; n = 1, 2, . . . ). (3)

Suppose ω(t) is such that∫ π

u
t−2ω(t)dt = O (H(u)) (u→ +0), (4)

where H(u) ≥ 0 and∫ t

0
H(u)du = O (tH(t)) (t→ +0). (5)

Then
‖Tn,A(f)− f‖ = O (an,nH(an,n)) .

Theorem 2. Let (2), (3), and (4) hold. Then

‖Tn,A(f)− f‖ = O (ω(π/n)) +O (an,nH(π/n)) .

If, in addition, ω(t) satisfies (5), then

‖Tn,A(f)− f‖ = O (an,nH(π/n)) .

Theorem 3. Let us assume that (2) and

an,k ≥ an,k+1 (k = 0, 1, . . . , n− 1; n = 1, 2, . . . ) (6)

hold. Then

‖Tn,A(f)− f‖ = O

(
ω(π/n) +

n∑
k=1

k−1ω(π/k)
k+1∑
r=0

an,r)

)
.
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Theorem 4. Let (2), (4), (5), and (6) hold. Then

‖Tn,A(f)− f‖ = O (an,0H(an,0)) .

The same results are obtained in [8], when the conditions (3) and (6) on
the entries an,k of the matrix A, used in Theorem 1 and Theorem 3, are
replaced, respectively, by conditions

∞∑
k=m

|an,k − an,k+1| ≤ Kan,m (7)

and
m−1∑
k=0

|an,k − an,k+1| ≤ Kan,m (8)

for all natural numbers m with 0 ≤ m < n (
q∑
p

(·) = 0 if p > q), and of course

retaining all other assumed conditions. These results are discussed further
in [17], where the conditions (7) and (8) are removed, and simultaneously it
is shown that the previous results are consequences of them. Later on, Theo-
rems 1–4 are extended for the so-called sequence-to-sequence transformations
(see [5]) and are generalized further in [6] using the absolute values of finite
differences of higher order of the entries an,k, k = 0, 1, . . . , n (∆0an,k := an,k,
∆1an,k := an,k − an,k+1, ∆san,k := ∆(∆s−1an,k), s = 1, 2, . . . , and we write
∆an,k instead of ∆1an,k).

Let us suppose that F is a subset of N and consider F as the range of a
strictly increasing sequence of positive integers, say F = {λ(n)}∞1 . Through-
out this paper we use the transformation (see [12], [13])

τλn,A(f) := τλn,A(f ;x) :=

λ(n)∑
k=0

aλ(n),ksk(f ;x) (n = 0, 1, . . . ), (9)

where λ(0) = 0,
aλ(n),k ≥ 0, k = 0, 1, . . . , λ(n), (10)

λ(n)∑
k=0

aλ(n),k = 1. (11)

Also, we write

sk(f ;x) =
1

2π

∫ π

−π
f(x+ t)

sin
(
k + 1

2

)
t

2 sin t
2

dt, (12)

Aλ(n),` :=
∑̀
k=0

aλ(n),k, (13)

and everywhere [y] denotes the largest integer less than or equal to y.
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Now we introduce conditions on aλ(n),k which will be used in the sequel.
Assume that, for all λ(n) and 0 ≤ m < λ(n), conditions

∞∑
k=m

|aλ(n),k − aλ(n),k+1| ≤ K(m+ 1)−1
m∑

k=m
2

aλ(n),k, (14)

and

λ(n)−m−1∑
k=0

|aλ(n),k − aλ(n),k+1| ≤ K(m+ 1)−1
λ(n)∑

k=λ(n)−m

aλ(n),k (15)

hold true, where K has the same meaning as previously.
The aim of this paper is to estimate the deviation ‖τλn,A(f) − f‖ when

the entries {aλ(n),k}nk=0 of A, satisfy the conditions (14) and (15) instead of
conditions (7) and (8), respectively. As we will see later, in special cases,
our results not only contain those proved previously by others, but in some
cases, they give a better degree of approximation in the sup-norm.

We write u = O(v) if there exists a positive constant C, such that u ≤
Cv, and we assume that all transformations under consideration are regular
transformations even if this is not written out explicitly.

2. Helpful lemmas

The next two lemmas have been proved implicitly earlier.

Lemma 1. Let {λ(n)}∞n=1 be a strictly increasing sequence of positive
integers. If (4) and (5) hold, then∫ π

λ(n)

0
ω(t)dt = O

(
λ−2(n)H

(
π

λ(n)

))
.

Proof. Integrating by parts and using (4) and (5), we obtain∫ π
λ(n)

0
ω(t)dt =

(
−t2

∫ π

t

ω(z)

z2
dz

) ∣∣∣∣ π
λ(n)

0

+ 2

∫ π
λ(n)

0
t

(∫ π

t

ω(z)

z2
dz

)
dt

= O

(
λ−2(n)H

(
π

λ(n)

)
+

∫ π
λ(n)

0
tH(t)dt

)

= O
(
λ−2(n)H

(
π

λ(n)

))
which proves the lemma. �

Remark 1. For λ(n) = n, Lemma 1 reduces to Lemma 1 of [8].



10 XHEVAT Z. KRASNIQI

Lemma 2 (see [4]). If (4) and (5) hold, then

∫ r

0
t−1ω(t)dt = O (rH(r)) (r → +0).

Lemma 3. If, for a fixed λ(n), the sequence {aλ(n),k}nk=0 satisfies condi-
tion (14), then uniformly in 0 < t ≤ π,

|Bλ(n),0(t)| :=

∣∣∣∣∣∣
λ(n)∑
k=0

aλ(n),k sin

(
k +

1

2

)
t

∣∣∣∣∣∣ = O
(
`Aλ(n),`

)
, (16)

where ` = [π/t].
If {aλ(n),k}nk=0 satisfies condition (15), then

|Bλ(n),0(t)| = O
(aλ(n),λ(n)

t

)
. (17)

Proof. Let us denote

Bλ(n),m(t) :=

λ(n)∑
k=m

aλ(n),k sin

(
k +

1

2

)
t.

The above quantity (using summation by parts) can be transformed as

Bλ(n),m(t)

=
1

2

[
−
λ(n)−1∑
k=m

∆aλ(n),k

k∑
j=1

sin

(
j +

1

2

)
t

− aλ(n),m
m−1∑
j=1

sin

(
j +

1

2

)
t+ aλ(n),λ(n)

λ(n)∑
j=1

sin

(
j +

1

2

)
t

]

=
1

2 sin t
2

[
−
λ(n)−1∑
k=m

∆aλ(n),k (cos t− cos(k + 1)t)

− aλ(n),m (cos t− cos(mt)) + aλ(n),λ(n) (cos t− cos(λ(n) + 1)t)

]
.

(18)
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By aλ(n),m ≥ 0, supposing that λ(n) ≥ `, we have

|Bλ(n),0(t)|

≤
∑̀
k=0

aλ(n),k +
∣∣Bλ(n),`(t)∣∣

≤ Aλ(n),`+
π

t

λ(n)−1∑
k=`

|∆aλ(n),k|+ aλ(n),` + aλ(n),λ(n)


≤ Aλ(n),`+(`+1)

K(`+1)−1
∑

k∈[`/2,`]

aλ(n),k+aλ(n),`+aλ(n),λ(n)


≤ (K + 1)Aλ(n),` + (`+ 1)

[
aλ(n),` + aλ(n),λ(n)

]
.

(19)

Moreover, it is obvious that

aλ(n),` ≤ Aλ(n),`, (20)

and since {aλ(n),k}nk=0 satisfies (14), we get

aλ(n),λ(n) − aλ(n),` ≤
λ(n)−1∑
k=`

|∆aλ(n),k| ≤
∞∑
k=`

|∆aλ(n),k|

≤ K(`+ 1)−1
∑

k∈[`/2,`]

aλ(n),k ≤ K(`+ 1)−1Aλ(n),`.

(21)

Using (19), (20), and (21), we obtain

|Bλ(n),0(t)| ≤ (2K + 1 + 2(`+ 1))Aλ(n),` = O
(
`Aλ(n),`

)
,

which proves (16).

For m = 0, since sinβ ≥ 2β
π (β ∈ (0, π/2]) and {aλ(n),k}nk=0 satisfies (15),

we have

|Bλ(n),m(t)| = |Bλ(n),0(t)|

≤ 1

2t

aλ(n),0 +

λ(n)−1∑
k=0

|∆aλ(n),k|+ aλ(n),λ(n)


≤ 1

2t

aλ(n),0 +K

λ(n)∑
k=λ(n)

aλ(n),k + aλ(n),λ(n)


≤ 1

2t

[
aλ(n),0 + (K + 1)aλ(n),λ(n)

]
.

(22)
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Note that condition (15) guarantees also the inequality

aλ(n),0 − aλ(n),λ(n) ≤
λ(n)−1∑
k=0

|∆aλ(n),k|

≤ K
λ(n)∑

k=λ(n)

aλ(n),k ≤ Kaλ(n),λ(n)

or

aλ(n),0 ≤ (K + 1)aλ(n),λ(n),

which along with (22) imply

|Bλ(n),0(t)| ≤
K + 1

t
aλ(n),λ(n).

This proves (17).
�

Remark 2. Because of (1) this lemma holds true even if conditions (14)
and (15) are replaced by conditions (7) and (8), respectively.

Remark 3. Note that Lemma 3 proved in [8], is a particular case of Lemma
3. It is enough to take λ(n) = n in it.

Remark 4. To prove our results we use the same technique as did the
authors of [3], [4], and [8].

3. Main results

Theorem 5. Let aλ(n),k, (k = 0, 1, . . . , λ(n)) satisfy the conditions (10),
(11), and (15). Suppose ω(t) is such that (4) holds and H(t) satisfies (5).
Then

‖τλn,A(f)− f‖ = O
(
aλ(n),λ(n)H(aλ(n),λ(n))

)
.

Proof. Setting

φx(t) :=
f(x+ t) + f(x− t)− 2f(x)

2

and using (9), (11), (12), we can easily verify that the equality

τλn,A(f ;x)− f(x) =
2

π

∫ π

0

φx(t)

2 sin t
2

Bλ(n),0(t)dt (23)

holds true.
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From (23) we have

‖τλn,A(f)− f‖ ≤ 2

π

∫ π

0

ω(t)

2 sin t
2

∣∣Bλ(n),0(t)∣∣dt
≤ 2

π

(∫ aλ(n),λ(n)

0
+

∫ π

aλ(n),λ(n)

)
=: I1(λ(n)) + I2(λ(n)).

(24)

Based on the inequality

|Bλ(n),0(t)| =

∣∣∣∣∣
λ(n)∑
k=0

aλ(n),k sin

(
k +

1

2

)
t

∣∣∣∣∣ ≤ 1

and Lemma 2, we have

I1(λ(n)) = O(1)

∫ aλ(n),λ(n)

0

ω(t)

t
dt = O

(
aλ(n),λ(n)H

(
aλ(n),λ(n)

))
. (25)

On the other hand, by (5), (17) of Lemma 3, and (4) we obtain

I2(λ(n)) = O
(
aλ(n),λ(n)

) ∫ π

aλ(n),λ(n)

t−2ω(t)dt

= O
(
aλ(n),λ(n)H

(
aλ(n),λ(n)

))
.

(26)

Subsequently, by (24), (25), and (26) we arrive at (23) as required. �

Theorem 6. Let (10), (11), and (15) be satisfied. If ω(t) satisfies (4),
then

‖τλn,A(f)− f‖ = O
(
ω

(
π

λ(n)

))
+O

(
aλ(n),λ(n)H

(
π

λ(n)

))
. (27)

If, in addition, H(t) satisfies (5) then

‖τλn,A(f)− f‖ = O
(
aλ(n),λ(n)H

(
π

λ(n)

))
. (28)

Proof. First, we write (24) in the form

‖τλn,A(f)− f‖ ≤ 2

π

(∫ π
λ(n)

0
+

∫ π

π
λ(n)

)
=: J1(λ(n)) + J2(λ(n)). (29)

Making use of the inequality | sinβ| ≤ |β| and (11), we have

J1(λ(n)) = O(1)

∫ π
λ(n)

0

ω(t)

t

λ(n)∑
k=0

aλ(n),k

(
k +

1

2

)
tdt

= O(λ(n))

∫ π
λ(n)

0
ω(t)dt = O

(
ω

(
π

λ(n)

))
.

(30)
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In order to estimate J2(λ(n)), we use again (5), (17) of Lemma 3, and (4).
Indeed, we find that

J2(λ(n)) = O
(
aλ(n),λ(n)

) ∫ π

π
λ(n)

t−2ω(t)dt

= O
(
aλ(n),λ(n)H

(
π

λ(n)

))
.

(31)

Thus, (29), (30), and (31) imply (27).
To prove (28) we proceed as follows. Since {aλ(n),k}nk=0 satisfies condition

(15), for 0 ≤ v ≤ λ(n) we have

aλ(n),v − aλ(n),λ(n) ≤
λ(n)−1∑
k=v

|∆aλ(n),k| ≤
λ(n)−1∑
k=0

|∆aλ(n),k|

≤ K
λ(n)∑

k=λ(n)

aλ(n),k = Kaλ(n),λ(n).

This implies
aλ(n),v ≤ (K + 1)aλ(n),λ(n),

whence

(K + 1)(λ(n) + 1)aλ(n),λ(n) ≥
λ(n)∑
v=0

aλ(n),v = 1.

So, using
1

λ(n)
= O

(
aλ(n),λ(n)

)
and Lemma 1, we get

J1(λ(n)) = O(λ(n))

∫ π
λ(n)

0
ω(t)dt

= O
(

1

λ(n)

)
H

(
π

λ(n)

)
= O

(
aλ(n),λ(n)H

(
π

λ(n)

))
.

Hence, gathering this and (31), we clearly have (28). �

Theorem 7. Assume that (10) and (11) hold. If {aλ(n),k}nk=0 satisfies
condition (14), then

‖τλn,A(f)−f‖ = O

ω( π

λ(n)

)
+

λ(n)−1∑
k=1

(1 + k−1)ω
(π
k

) k+1∑
r=0

aλ(n),r)

 . (32)

Proof. We already have proved in Theorem 6 (relation (30)) that

J1(λ(n)) = O
(
ω

(
π

λ(n)

))
. (33)
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Using (16) of Lemma 3, we have

J2(λ(n)) =
2

π

∫ π

π
λ(n)

ω(t)

2 sin t
2

∣∣Bλ(n),0(t)∣∣dt
= O (1)

∫ π

π
λ(n)

t−1ω(t)`Aλ(n),`dt

= O (1)

λ(n)−1∑
k=1

∫ π
k

π
k+1

t−1ω(t)`Aλ(n),`dt

= O (1)

λ(n)−1∑
k=1

k + 1

k
ω(π/k)Aλ(n),k+1.

(34)

Now from (33), (34), and (29) we obtain (32). �

Theorem 8. Let (4), (5), (10), (11), and (14) hold. Then

‖τλn,A(f)− f‖ = O
(
aλ(n),0H

(
aλ(n),0

))
.

Proof. Following (18), we have

|Bλ(n),0(t)| = O
(

1

t

)[ ∞∑
k=0

|∆aλ(n),k|+ aλ(n),0 + aλ(n),λ(n)

]
,

and since, by (14),

aλ(n),λ(n) ≤
∞∑

k=λ(n)

|∆aλ(n),k| ≤
∞∑
k=0

|∆aλ(n),k| ≤ Kaλ(n),0,

we find that

|Bλ(n),0(t)| = O
(aλ(n),0

t

)
. (35)

First, we write relation (23) as

‖τλn,A(f)− f‖ ≤ 2

π

(∫ aλ(n),0

0
+

∫ π

aλ(n),0

)
=: I01(λ(n)) + I02(λ(n)). (36)

Therefore, as in (25), we have

I01(λ(n)) = O
(
aλ(n),0H

(
aλ(n),0

))
. (37)

Also, by Lemma 3 and (35) we obtain

I02(λ(n)) = O
(
aλ(n),0

) ∫ π

aλ(n),0

t−2ω(t)dt

= O
(
aλ(n),0H

(
aλ(n),0

))
.

(38)

Whence, by (36), (37), and (38) we have proved the statement of the theo-
rem. �
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4. Corollaries

Suppose that A := (aλ(n),k) is a matrix defined by

aλ(n),k =

{pλ(n)−k
Pλ(n)

, 0 ≤ k ≤ λ(n),

0 otherwise,

where {pk}, k = 0, 1, . . . , is a sequence of non-negative numbers with Pλ(n) :=∑λ(n)
k=0 pk 6= 0. In this case, the transform τλn,A(f ;x) reduces to a polynomial

(see [11], page 2) of the form

τλn,A(f ;x) ≡ Nλ
n (f ;x) :=

1

Pλ(n)

λ(n)∑
k=0

pλ(n)−ksk(f ;x).

Whence, Theorem 5 implies the following corollary.

Corollary 1. Let (4) and (5) hold. If {pk} satisfies condition (15), then

‖Nλ
n (f)− f‖ = O

(
pλ(n)

Pλ(n)
H

(
pλ(n)

Pλ(n)

))
.

Consider the matrix A := (aλ(n),k) with

aλ(n),k =

{
pk

Pλ(n)
, 0 ≤ k ≤ λ(n),

0 otherwise,

where {pk}, k = 0, 1, . . . , is a sequence of non-negative numbers with

Pλ(n) :=
∑λ(n)

k=0 pk 6= 0. Now, the transform τλn,A(f ;x) is the polynomial

(see [11], page 3)

τλn,A(f ;x) ≡ Rλn(f ;x) :=
1

Pλ(n)

λ(n)∑
k=0

pksk(f ;x).

So, in this case we have the following result.

Corollary 2. Let (4) and (5) hold. If {pk} satisfies condition (15), then

‖Rλn(f)− f‖ = O
(
pλ(n)

Pλ(n)
H

(
pλ(n)

Pλ(n)

))
.

In particular, if ω(u) = uα, 0 < α ≤ 1, and f ∈ Lip (ω) ≡ Lip (α), then
ω(t) = O (δα) , δ ≥ 0. Thus, if f ∈ Lip (α) and

H(u) =

{
uα−1, 0 < α < 1;

log
(
π
u

)
, α = 1,

then from Corollary 2 we get a version of a theorem proved in [2].
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Corollary 3. Let f ∈ C[0, 2π], f ∈ Lip (α), (0 < α ≤ 1), and {pk} ∈
MHBV S. Then the degree of approximation of f by Rλn(f ;x) of its Fourier
series is given by

‖Rλn(f)− f‖ =

O
((

pλ(n)
Pλ(n)

)α)
, 0 < α < 1,

O
(
pλ(n)
Pλ(n)

log
(
πPλ(n)
pλ(n)

))
, α = 1.

Remark 5. Note that for λ(n) = n the means Rλn(f ;x) reduce to well-
known Riesz means Rn(f ;x). In the case when {pk} is a positive and non-
decreasing sequence, Corollary 3 has been proved earlier in [2].

If the matrix A := (aλ(n),k) is defined by (see [1], page 195))

aλ(n),k =

{
1

λ(n)+1 , 0 ≤ k ≤ λ(n)

0 otherwise,

then

τλn,A(f ;x) ≡ Cλn(f ;x) :=
1

λ(n) + 1

λ(n)∑
k=0

sk(f ;x).

Consequently, Corollary 2 implies the following.

Corollary 4. Let f ∈ C[0, 2π] and f ∈ Lip (α), (0 < α ≤ 1). Then the
degree of approximation of f by Cλn(f ;x) of its Fourier series is given by

‖Cλn(f)− f‖ =

{
O
(
(λ(n) + 1)−α

)
, 0 < α < 1,

O
(
log(π(λ(n)+1))

λ(n)+1

)
, α = 1.

Remark 6. Since λ(n) ≥ n for all n, the means Cλn(f ;x) in Corollary
4, give a degree of approximation not worse than classical Cesàro means
Cn(f ;x).

Remark 7. Note that, putting λ(n) = n in Corollary 4, we obtain a well-
known result given in [15], page 13.

Remark 8. Analogous result, with one given in [14], can be derived from
Theorem 7.

Remark 9. Putting λ(n) = n for all n, and specifying particular conditions
on the matrix A, all theorems proved in [3] and [8] are consequences of ours.

5. Conclusions

Approximation of periodic and continuous functions by trigonometric
polynomials has taken a great place in approximation theory. Approxima-
tion of such functions has been done in different norms and particularly in
sup-norm, using various transforms of their partial sums of their Fourier
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series. Such transforms are realized by a particular matrix whose entries
belong to various classes of real sequences. In this research paper, we have
used regular transformations of the form

τλn,A(f) := τλn,A(f ;x) :=

λ(n)∑
k=0

aλ(n),ksk(f ;x), (n = 0, 1, . . . ),

by a matrix whose entries belong to the Mean Rest Bounded Variation Se-
quences or the Mean Head Bounded Variation Sequences, proving some new
results pertaining to the degree of approximation in the sup-norm of peri-
odic continuous functions. All results are expressed in terms of an auxiliary
function H(t) ≥ 0 and in terms of entries of a matrix whose indices form
a strictly increasing sequence of positive integers λ := {λ(n)}∞n=1, which in
general, give a degree of approximation not worse than some means used
previously by other authors.
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