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#### Abstract

We propose asymptotic approximations for the probabilities of misclassification in linear discriminant analysis when the group means follow a growth curve structure. The discriminant function can classify a new observation vector of $p$ repeated measurements into one of several multivariate normal populations with equal covariance matrix. We derive certain relations of the statistics under consideration in order to obtain asymptotic approximation of misclassification errors for the two group case. Finally, we perform Monte Carlo simulations to evaluate the reliability of the proposed results.


## 1. Introduction

One can say that discriminant analysis and classification were first really developed in the 1930's when multivariate statistics was a blossoming area and attracted researchers. One of the first to deal with linear discriminant analysis and classification as we know it today was the well known Sir R. A. Fisher [3]. Fisher published several papers on discriminant analysis, including [4] in which he reviewed his 1936 work and related it to the contributions by Hotelling and his $T^{2}$ statistic [6], and by Mahalanobis to his $\Delta^{2}$ statistic [16] and other distance measures. Nowadays, of course several textbooks, for example [8, 9, 15, 22], have treated discriminant analysis in detail.

Linear discriminant analysis is a technique which is commonly used for the supervised classification problems. It is used for modeling differences in

[^0]groups $\pi_{i}$ with $i=1,2, \ldots, k$, that is, separating two $(k=2)$ or more $(k>2)$ classes by maximizing the distance between means $\boldsymbol{\mu}_{i}$ under the assumption of the same variance-covariance matrix $\boldsymbol{\Sigma}$. The statistical problem treated by Fisher in [4] was that of assigning an unknown observation into one of two known groups on the basis of $p$ measured characteristics, i.e., a feature vector $\mathbf{x}=\left(x_{1}, \ldots, x_{p}\right)^{\prime}$. Furthermore, the groups are assumed to follow distributions with the same variance-covariance matrix. The sample based Fisher's discriminant function [27] equals
\[

$$
\begin{equation*}
L\left(\mathbf{x} ; \overline{\mathbf{x}}_{1}, \overline{\mathbf{x}}_{2}, \mathbf{S}\right)=\left(\overline{\mathbf{x}}_{1}-\overline{\mathbf{x}}_{2}\right)^{\prime} \mathbf{S}^{-1} \mathbf{x}-\frac{1}{2}\left(\overline{\mathbf{x}}_{1}-\overline{\mathbf{x}}_{2}\right)^{\prime} \mathbf{S}^{-1}\left(\overline{\mathbf{x}}_{1}+\overline{\mathbf{x}}_{2}\right) \tag{1}
\end{equation*}
$$

\]

where $\overline{\mathbf{x}}_{1}$ and $\overline{\mathbf{x}}_{2}$ denote the sample mean vectors of the two groups, i.e., $\overline{\mathbf{x}}_{i}=\frac{1}{n_{i}} \sum_{j=1}^{n_{i}} \mathbf{x}_{i j}$, where $\mathbf{x}_{i j}$ is observation $j$ from group $i$ with sample size $n_{i}$, and $\mathbf{S}$ is the pooled sample covariance matrix given by
$\mathbf{S}=\frac{\left(n_{1}-1\right) \mathbf{S}_{1}+\left(n_{2}-1\right) \mathbf{S}_{2}}{n_{1}+n_{2}-2}$, where $\mathbf{S}_{i}=\frac{1}{n_{i}-1} \sum_{j=1}^{n_{i}}\left(\mathbf{x}_{i j}-\overline{\mathbf{x}}_{i}\right)\left(\mathbf{x}_{i j}-\overline{\mathbf{x}}_{i}\right)^{\prime}$,
The classification rule for a new observation $\mathbf{x}$ is: classify $\mathbf{x}$ into $\pi_{1}$ if $L\left(\mathbf{x} ; \overline{\mathbf{x}}_{1}, \overline{\mathbf{x}}_{2}, \mathbf{S}\right)>0$ holds, otherwise classify into $\pi_{2}$. In order to understand the performance of the classification rule it is important to evaluate the probability of misclassification.

An asymptotic expression for the misclassification errors for the linear discriminant rule given above and for large $n_{1}$ and $n_{2}$ is given by Okamoto in [18]. That is, the probability of misclassifying an observation from $\pi_{i}$ in $\pi_{j}$, with $i, j=1,2$ and $i \neq j$, is given by

$$
\begin{equation*}
e(j \mid i) \approx \Phi\left(-\frac{\Delta}{2}\right)+\phi\left(\frac{\Delta}{2}\right)\left(\frac{a_{i}}{n_{1}}+\frac{a_{j}}{n_{2}}+\frac{a_{3}}{n_{1}+n_{2}-2}\right) \tag{2}
\end{equation*}
$$

where $a_{1}=\frac{\Delta^{2}+12(p-1)}{16 \Delta}, a_{2}=\frac{\Delta^{2}-4(p-1)}{16 \Delta}, a_{3}=\frac{\Delta}{4}(p-1)$, and $\Phi(\cdot)$ and $\phi(\cdot)$ are the standard normal cumulative distribution and probability density functions, respectively. Furthermore, $\Delta^{2}=\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right)^{\prime} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right)$ is the squared Mahalanobis distance [16] which simply can be estimated by the consistent estimator

$$
\widehat{\Delta}^{2}=\frac{n_{1}+n_{2}-p-3}{n_{1}+n_{2}-2}\left(\overline{\mathbf{x}}_{1}-\overline{\mathbf{x}}_{2}\right)^{\prime} \mathbf{S}^{-1}\left(\overline{\mathbf{x}}_{1}-\overline{\mathbf{x}}_{2}\right)
$$

Also in recent years there are studies in linear discriminant analysis which evaluate the misclassification errors in an asymptotic approach. For example, [7, 28] expanded the expression for the asymptotic approximation for the misclassification errors using Taylor series expansion, and [5] derives many details on the Taylor series expansion of the asymptotic misclassification expression and their possible errors of approximations.

Discriminant analysis is usually applied to multivariate statistical problems in which several features are collected simultaneously. However, [1,
$11,12,20]$ among others considered discriminant analysis procedures for repeated measurements. Repeated measures discriminant analysis procedures are applied to data collected at multiple occasions on the same individual. Later, $[24,25]$ developed procedures based on univariate and multivariate repeated measures data, focusing on different covariance structures. Recently, [13] reviewed the literature on discriminant analysis for univariate and multivariate repeated measures data, focusing on covariance patterns and linear mixed-effects models with applications to psychological research.

One of the first to discuss discrimination between growth curves was Burnaby in his early paper [1] followed by Rao [20]. Burnaby's focus was to generalize procedures for constructing discriminant functions as well as to propose a generalized distance between the populations of repeated measurements. In our work, the classification of growth curves relies solely on the Growth Curve model given by [19]. There have been earlier attempts to modify the linear classification function given by [4] including Growth Curve models for the group means. [11] considered classification of individuals into one of two growth curves using a Bayesian approach, which was later extended by [14]. Again, [12] developed both non-Bayesian and Bayesian classification of growth curves, where he considered two different covariance structures, the arbitrary positive definite covariance matrix and Rao's simple covariance structure. More recently, [17] considered the Rao's classification scores [21] with group means following the Growth Curve model structure given by [19]. They used only simulations to show the performance of the classification rule, based on both an arbitrary covariance matrix and structured covariance matrices (compound symmetry and independence).

Hence, the modifications required for the classification function (1) when the repeated measurements of the populations obey some structure, have been studied. However, very little has been said about the misclassification error rate. In this paper we will study the linear discriminant function for repeated measurements, i.e., growth curves, and derive some asymptotic approximations of the misclassification probabilities. The results are derived following the ideas given by [5] for the cases when the covariance matrix is known and when it is unknown and hence have to be estimated. The follow-up analysis involves investigating the performance of the proposed approximations through Monte Carlo simulations.

The organization of this paper is as follows. In Section 2, the main idea is given and the linear classification function for growth curves is presented. In Section 3, the approximations of the probabilities of misclassifications are derived for both known and unknown covariance matrices and the proposed results are supported by a simulation study in Section 4. In Section 5, we finalize the paper by giving a brief summary of the results.

Throughout this paper matrices will be denoted by bold upper case letters, vectors by bold lower case letters, and elements of matrices by ordinary letters.

## 2. Classification into one of two growth curves

In this section we start by introducing the Growth Curve model of [19] which will be considered when formulating the linear discriminant function. The Growth Curve model is given by

$$
\begin{equation*}
\mathbf{X}=\mathbf{A B C}+\mathbf{E}, \quad \mathbf{E} \sim N_{p, n}\left(\mathbf{0}, \boldsymbol{\Sigma}, \mathbf{I}_{n}\right) \tag{3}
\end{equation*}
$$

where $\mathbf{X}$ is a $p \times n$ data matrix of $n$ independent individuals with $p$ repeated measurements, $\mathbf{E}$ is the $p \times n$ error matrix with columns assumed to be independently $p$ variate normally distributed with mean vector $\mathbf{0}_{p}$ and a positive definite variance-covariance matrix $\boldsymbol{\Sigma}$. We will assume a polynomial growth of order $q-1$ and $k=2$ independent groups of $n_{i}$ individuals, $i=1,2$, with the total sample size as $n=n_{1}+n_{2}$. Then, the design matrices $\mathbf{A}: p \times q, \mathbf{C}: 2 \times n$ and parameter $\mathbf{B}: q \times 2$ can be given by

$$
\mathbf{A}=\left(\begin{array}{cccc}
1 & t_{1} & \ldots & t_{1}^{q-1}  \tag{4}\\
1 & t_{2} & \ldots & t_{2}^{q-1} \\
\vdots & \vdots & \ddots & \vdots \\
1 & t_{p} & \ldots & t_{p}^{q-1}
\end{array}\right), \mathbf{C}=\left(\begin{array}{cc}
\mathbf{1}_{n_{1}}^{\prime} & \mathbf{0}_{n_{2}}^{\prime} \\
\mathbf{0}_{n_{1}}^{\prime} & \mathbf{1}_{n_{2}}^{\prime}
\end{array}\right), \mathbf{B}=\left(\mathbf{b}_{1}, \mathbf{b}_{2}\right)
$$

where $\mathbf{1}_{n_{i}}^{\prime}$ and $\mathbf{0}_{n_{i}}^{\prime}$ are vectors of ones and zeros, respectively. The optimal classification rule that minimizes the probability of misclassification is to assign a vector $\mathbf{x}$ following the Growth Curve model to $\pi_{1}$ if

$$
\begin{equation*}
q_{1} f_{1}(\mathbf{x})>q_{2} f_{2}(\mathbf{x}) \tag{5}
\end{equation*}
$$

and to $\pi_{2}$ otherwise. Here $f_{1}(\mathbf{x})$ and $f_{2}(\mathbf{x})$ are the density functions for $\mathbf{x}$ belonging to $\pi_{1}$ or $\pi_{2}$, respectively, and $q_{1}$ and $q_{2}$ are the prior probabilities about the classification. Given the Growth Curve model (3), we have the probability density functions
$f_{i}(\mathbf{x})=(2 \pi)^{-\frac{p}{2}}|\boldsymbol{\Sigma}|^{-\frac{1}{2}} \exp \left\{-\frac{1}{2} \operatorname{tr}\left\{\boldsymbol{\Sigma}^{-1}\left(\mathbf{x}-\mathbf{A} \mathbf{b}_{i}\right)\left(\mathbf{x}-\mathbf{A} \mathbf{b}_{i}\right)^{\prime}\right\}\right\}, \quad i=1,2$.
Assuming $q_{1}=q_{2}$, i.e., no prior information, then the classification rule (5) can be given as:
classify $\mathbf{x}$ to $\pi_{1}$ if $L\left(\mathbf{x} ; \mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{\Sigma}\right)>0$, and to $\pi_{2}$ otherwise,
where the linear classification function $L$ is

$$
\begin{equation*}
L\left(\mathbf{x} ; \mathbf{b}_{1}, \mathbf{b}_{2}, \boldsymbol{\Sigma}\right)=\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{x}-\frac{1}{2}\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A}\left(\mathbf{b}_{1}+\mathbf{b}_{2}\right) \tag{7}
\end{equation*}
$$

In this paper we will study two cases: $\boldsymbol{\Sigma}$ is known and $\boldsymbol{\Sigma}$ is unknown.
2.1. Estimators of the parameters $\mathbf{B}$ and $\boldsymbol{\Sigma}$. There exist different approaches to estimate the model parameters $\mathbf{B}$ and $\boldsymbol{\Sigma}$, in the Growth Curve model (3), see e.g., [23, 27]. The maximum likelihood estimator of $\mathbf{B}$ when $\mathbf{A}$ and $\mathbf{C}$ are assumed to have full rank, is given by

$$
\widehat{\mathbf{B}}=\left(\widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}\right)=\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{X} \mathbf{C}^{\prime}\left(\mathbf{C C}^{\prime}\right)^{-1}
$$

where $\mathbf{S}$ is the within sum of squares matrix

$$
\mathbf{S}=\mathbf{X}\left(\mathbf{I}_{n}-\mathbf{P}_{\mathbf{C}^{\prime}}\right) \mathbf{X}^{\prime}, \quad \text { with } \quad \mathbf{P}_{\mathbf{C}^{\prime}}=\mathbf{C}^{\prime}\left(\mathbf{C} \mathbf{C}^{\prime}\right)^{-1} \mathbf{C}
$$

With $\mathbf{C}$ given in (4) and $k=2$, we have the estimators for the mean parameters as

$$
\widehat{\mathbf{b}}_{i}=\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1} \overline{\mathbf{x}}_{i}
$$

where $\overline{\mathbf{x}}_{i}=\frac{1}{n_{i}} \mathbf{X}_{i} \mathbf{1}_{n_{i}}$, with $\mathbf{X}_{i}=\left(\begin{array}{lll}\mathbf{x}_{i 1} & \ldots & \mathbf{x}_{i n_{i}}\end{array}\right): p \times n_{i}$ being the $n_{i}$ observations from group $\pi_{i}, i=1,2$, i.e., $\mathbf{X}=\left(\begin{array}{ll}\mathbf{X}_{1} & \mathbf{X}_{2}\end{array}\right)$. Furthermore, the maximum likelihood estimator for $\boldsymbol{\Sigma}$ is given by

$$
\begin{equation*}
n \widehat{\boldsymbol{\Sigma}}=(\mathbf{X}-\mathbf{A} \widehat{\mathbf{B}} \mathbf{C})(\mathbf{X}-\mathbf{A} \widehat{\mathbf{B}} \mathbf{C})^{\prime}=\mathbf{S}+\left(\mathbf{I}_{p}-\mathbf{P}_{\mathbf{A}, \mathbf{S}}\right) \mathbf{X} \mathbf{P}_{\mathbf{C}^{\prime}} \mathbf{X}\left(\mathbf{I}_{p}-\mathbf{P}_{\mathbf{A}, \mathbf{S}}\right) \tag{8}
\end{equation*}
$$

which is a positive definite with probability one when $p<n-2$ and $\mathbf{P}_{\mathbf{A}, \mathbf{S}}=$ $\mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1}$. When $\boldsymbol{\Sigma}$ is known the estimator of the mean parameter $\mathbf{B}$ is given by

$$
\widehat{\mathbf{B}}=\left(\mathbf{A}^{\prime} \boldsymbol{\Sigma} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \boldsymbol{\Sigma} \mathbf{X} \mathbf{C}^{\prime}\left(\mathbf{C C}^{\prime}\right)^{-1}=\left(\begin{array}{ll}
\widehat{\mathbf{b}}_{1} & \widehat{\mathbf{b}}_{2}
\end{array}\right)
$$

where

$$
\begin{equation*}
\widehat{\mathbf{b}}_{i}=\left(\mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \overline{\mathbf{x}}_{i} \sim N_{q}\left(\mathbf{b}_{i}, \frac{1}{n_{i}}\left(\mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A}\right)^{-1}\right) . \tag{9}
\end{equation*}
$$

We will now give an useful lemma that we will use later in the paper.
Lemma 1. Let $\widehat{\boldsymbol{\Sigma}}$ be given in (8) and suppose that all included inverses exist. Then

$$
\mathbf{A}^{\prime}(n \widehat{\boldsymbol{\Sigma}})^{-1}=\mathbf{A}^{\prime} \mathbf{S}^{-1}
$$

The proof of this lemma can be found, for example, in [23].

## 3. Asymptotic approximation of probabilities of misclassification

In this section we consider the approximations of the probabilities of misclassification using the linear classification function given in (7). While in general, it is hard to obtain the exact probability of misclassifications, there have been extensive studies for their asymptotic approximations including asymptotic expansions (see, for example, $[5,18,26]$ ). The main purpose of this section is to derive the approximations for the probabilities of misclassification through expressing the linear classification function in (7) as a location
and scale mixture of the standard normal distribution. The probabilities of misclassification by the linear classification function (7) are denoted

$$
e(2 \mid 1)=\operatorname{Pr}\left(L \leq 0 \mid \mathbf{x} \in \pi_{1}\right), \quad e(1 \mid 2)=\operatorname{Pr}\left(L>0 \mid \mathbf{x} \in \pi_{2}\right),
$$

where $e(2 \mid 1)$ is the probability of allocating $\mathbf{x}$ of $p$ repeated measurements into $\pi_{2}$, although it is known that they come from $\pi_{1}$ and similarly for $e(1 \mid 2)$. We are interested in deriving an asymptotic approximation of $e(2 \mid 1)$. Note that in this article, probabilities of misclassification are used interchangeably with misclassification errors.

### 3.1. Asymptotic approximation of the misclassification errors with

 known $\boldsymbol{\Sigma}$. In this subsection we assume that $\boldsymbol{\Sigma}$ is known. Suppose that the observation $\mathbf{x}$ of $p$ repeated measurements is from $\pi_{1}$, the conditional distribution of $L_{0}=L\left(\mathbf{x} ; \widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}, \boldsymbol{\Sigma}\right)$ given ( $\left.\widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}\right)$ is $N\left(-U_{0}, V_{0}\right)$, that is, $\mathbb{E}\left[L_{0} \mid \widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}\right]=-U_{0}$ and $\operatorname{Var}\left(L_{0} \mid \widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}\right)=V_{0}$, where$$
\begin{align*}
U_{0} & =\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A}\left(\widehat{\mathbf{b}}_{1}-\mathbf{b}_{1}\right)-\frac{1}{2} V_{0},  \tag{10}\\
V_{0} & =\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A}\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right) . \tag{11}
\end{align*}
$$

Hence, $L_{0}$ given $\widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}$ can now be expressed as a location and scale mixture of the standard normal distribution given by

$$
\begin{equation*}
L_{0}=V_{0}^{1 / 2} Z_{0}-U_{0}, \tag{12}
\end{equation*}
$$

where

$$
Z_{0}=V_{0}^{-1 / 2}\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1}\left(\mathbf{x}-\mathbf{A} \mathbf{b}_{1}\right) .
$$

Given $\widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}, Z_{0}$ is obviously independent of $\left(U_{0}, V_{0}\right)$ and is distributed as $\mathrm{N}(0,1)$. The probability of misclassification where $\mathbf{x}$ is assigned to $\pi_{2}$, when it actually belongs to $\pi_{1}$ can be expressed using (12) as

$$
\begin{align*}
e_{0}(2 \mid 1) & =\operatorname{Pr}\left(L_{0} \leq 0 \mid \mathbf{x} \in \pi_{1}\right)=\mathbb{E}_{U_{0}, V_{0}}\left[\mathbb{E}\left[\chi_{\left\{L_{0} \leq 0\right\}} \mid U_{0}, V_{0}\right]\right] \\
& =\mathbb{E}_{U_{0}, V_{0}}\left[\operatorname{Pr}\left(\mathrm{~L}_{0} \leq 0 \mid U_{0}, V_{0}\right)\right]=\mathbb{E}_{U_{0}, V_{0}}\left[\operatorname{Pr}\left(V_{0}^{1 / 2} Z_{0}-U_{0} \leq 0 \mid U_{0}, V_{0}\right)\right] \\
& =\mathbb{E}_{U_{0}, V_{0}}\left[\Phi\left(V_{0}^{-1 / 2} U_{0}\right)\right], \tag{13}
\end{align*}
$$

where $\chi_{\{\cdot\}}$ denotes the indicator function. As an approximation of (13), we propose

$$
e_{0}(2 \mid 1) \simeq \Phi\left(\left(\mathbb{E}\left[V_{0}\right]\right)^{-1 / 2} \mathbb{E}\left[U_{0}\right]\right),
$$

obtained by replacing $U_{0}$ and $V_{0}$ with $\mathbb{E}\left[U_{0}\right]$ and $\mathbb{E}\left[V_{0}\right]$ in a similar manner as was performed by [5] for the classical case.

Theorem 1. The expectations of $U_{0}$ and $V_{0}$ defined in (10) and (11) equal

$$
\mathbb{E}\left[V_{0}\right]=\Delta^{2}+\frac{n_{1}+n_{2}}{n_{1} n_{2}} q,
$$

$$
\mathbb{E}\left[U_{0}\right]=-\frac{1}{2}\left(\Delta^{2}+\frac{n_{1}-n_{2}}{n_{1} n_{2}} q\right)
$$

where $\Delta^{2}$ is the squared Mahalanobis distance

$$
\begin{equation*}
\Delta^{2}=\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A}\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right) \tag{14}
\end{equation*}
$$

Proof. Firstly, $\mathbb{E}\left[V_{0}\right]$ is derived. It is utilized that $\widehat{\mathbf{b}}_{1}$ and $\widehat{\mathbf{b}}_{2}$ are independently distributed. Since $\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2} \sim N_{q}\left(\mathbf{b}_{1}-\mathbf{b}_{2},\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)\left(\mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A}\right)^{-1}\right)$, which follows from (9), we have

$$
\begin{align*}
\mathbb{E}\left[V_{0}\right] & =\mathbb{E}\left[\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A}\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)\right] \\
& =\operatorname{tr}\left(\mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A} \mathbb{E}\left[\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime}\right]\right) \\
& =\operatorname{tr}\left(\mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A}\left(\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)\left(\mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A}\right)^{-1}+\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)^{\prime}\right)\right) \\
& =\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A}\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)+\frac{n_{1}+n_{2}}{n_{1} n_{2}} q . \tag{15}
\end{align*}
$$

Moreover, $\mathbb{E}\left[U_{0}\right]$ is calculated as

$$
\mathbb{E}\left[U_{0}\right]=\mathbb{E}\left[\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A}\left(\widehat{\mathbf{b}}_{1}-\mathbf{b}_{1}\right)\right]-\frac{1}{2} \mathbb{E}\left[V_{0}\right]
$$

where

$$
\begin{aligned}
& \mathbb{E}\left[\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A}\left(\widehat{\mathbf{b}}_{1}-\mathbf{b}_{1}\right)\right] \\
& \quad=\mathbb{E}\left[\widehat{\mathbf{b}}_{1}^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A} \widehat{\mathbf{b}}_{1}\right]-\mathbf{b}_{1}^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A} \mathbf{b}_{1}+\mathbf{b}_{2}^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A} \mathbf{b}_{1}-\mathbb{E}\left[\widehat{\mathbf{b}}_{2}^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A} \widehat{\mathbf{b}}_{1}\right] \\
& \quad=\mathbb{E}\left[\widehat{\mathbf{b}}_{1}^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A} \widehat{\mathbf{b}}_{1}\right]-\mathbf{b}_{1}^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A} \mathbf{b}_{1}=\frac{q}{n_{1}}
\end{aligned}
$$

where the last equality follows from similar derivations as in (15) and where (9) has been used. Then,

$$
\mathbb{E}\left[U_{0}\right]=\frac{q}{n_{1}}-\frac{1}{2} \mathbb{E}\left[V_{0}\right]=-\frac{1}{2}\left(\Delta^{2}+\frac{n_{1}-n_{2}}{n_{1} n_{2}} q\right)
$$

The following theorem appears.
Theorem 2. For the linear classification function based on (7) with unknown $\mathbf{b}_{1}, \mathbf{b}_{2}$ and known $\boldsymbol{\Sigma}$, the misclassification errors can approximately be evaluated via

$$
e_{0}(2 \mid 1) \simeq \Phi\left(\gamma_{0}\right)
$$

where

$$
\gamma_{0}=-\frac{1}{2} \frac{\Delta^{2}+\frac{n_{1}-n_{2}}{n_{1} n_{2}} q}{\sqrt{\Delta^{2}+\frac{n_{1}+n_{2}}{n_{1} n_{2}} q}}
$$

with the squared Mahalanobis distance given in (14).
Similarly as in (2) one can see that if $n_{1}$ and $n_{2}$ tend to infinity, then $e_{0}(2 \mid 1) \simeq \Phi(-\Delta / 2)$. Although we can obtain the approximation for the misclassification errors, we can not use $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$ directly in the distance measure $\Delta^{2}$ since they are usually unknown. Thus, when utilizing $e_{0}(2 \mid 1), \mathbf{b}_{1}$ and $\mathbf{b}_{2}$ are replaced by $\widehat{\mathbf{b}}_{1}$ and $\widehat{\mathbf{b}}_{2}$, respectively.

### 3.2. Asymptotic approximation of misclassification errors with un-

 known $\boldsymbol{\Sigma}$. In Subsection 3.1, we assumed that $\boldsymbol{\Sigma}$ was known. In this subsection we shall assume that all parameters of the populations $\pi_{i}, i=1,2$, are unknown. Hence, we want to study $L\left(\mathbf{x} ; \widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}, \widehat{\boldsymbol{\Sigma}}\right)$. However, from Lemma 1 we know that $\mathbf{A}^{\prime}(n \widehat{\boldsymbol{\Sigma}})^{-1}=\mathbf{A}^{\prime} \mathbf{S}^{-1}$, hence $L\left(\mathbf{x} ; \widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}, \widehat{\boldsymbol{\Sigma}}\right)=n L\left(\mathbf{x} ; \widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}, \mathbf{S}\right)$, and since we are only interested in the sign of $L$ in the classification rule (6) we will study $L\left(\mathbf{x} ; \widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}, \mathbf{S}\right)$ instead of $L\left(\mathbf{x} ; \widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}, \widehat{\boldsymbol{\Sigma}}\right)$ for simplicity. Moreover, the the sum of squares matrix $\mathbf{S}$ is Wishart distributed, whereas the distribution of the maximum likelihood-based estimator is unknown [23].Theorem 3. Assume that observation $\mathbf{x}$ comes from $\pi_{1}$. Then the statistic $L\left(\mathbf{x} ; \widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}, \mathbf{S}\right)$ can be expressed as

$$
L=V^{1 / 2} Z-U,
$$

where

$$
\begin{align*}
V & =\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime} \mathbf{A}^{\prime} \mathbf{S}^{-1} \boldsymbol{\Sigma} \mathbf{S}^{-1} \mathbf{A}\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right),  \tag{16}\\
Z & =V^{-1 / 2}\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime} \mathbf{A}^{\prime} \mathbf{S}^{-1}\left(\mathbf{x}-\mathbf{A} \mathbf{b}_{1}\right), \\
U & =\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime} \mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\left(\widehat{\mathbf{b}}_{1}-\mathbf{b}_{1}\right)-\frac{1}{2} \widetilde{V}, \tag{17}
\end{align*}
$$

and $\widetilde{V}=\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime} \mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)$ is the squared sample Mahalanobis distance between two populations.

The result (16) is obtained by noting that the conditional distribution of $\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime} \mathbf{A}^{\prime} \mathbf{S}^{-1}\left(\mathbf{x}-\mathbf{A} \mathbf{b}_{1}\right)$ given $\widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}, \mathbf{S}$, is $N(0, V)$ when $\mathbf{x}$ comes from $\pi_{1}$. Given $\widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}$, $\mathbf{S}$, we can see that $Z$ follows a standard normal distribution, i.e., $Z \sim \mathrm{~N}(0,1)$, which is also conditionally true. Moreover, $Z$ and $(U, V)$ are independent. Analogously to (13), the probability of misclassification when $\mathbf{x}$ comes from $\pi_{1}$ is given by

$$
e(2 \mid 1)=\operatorname{Pr}\left(L\left(\mathbf{x} ; \widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}, \mathbf{S}\right) \leq 0 \mid \mathbf{x} \in \pi_{1}\right)=\mathbb{E}_{(U, V)}\left[\Phi\left(V^{-1 / 2} U\right)\right] .
$$

Again we consider a similar approach as in [5] to find the asymptotic approximation of the probability of misclassification:

$$
\begin{equation*}
e(2 \mid 1) \simeq \Phi\left((\mathbb{E}[V])^{-1 / 2} \mathbb{E}[U]\right) \tag{18}
\end{equation*}
$$

To find the expectations in the probability of misclassification (18), we need the following lemma.

Lemma 2. Let $\mathbf{S}: p \times p$ be a random matrix distributed according to $W_{p}(n-2, \boldsymbol{\Sigma})$, where $\boldsymbol{\Sigma}$ is positive definite. Assume that $n-p-5>0$, then
(i) $\mathbb{E}\left[\mathbf{S}^{-1} \boldsymbol{\Sigma} \mathbf{S}^{-1}\right]=(n-3) d_{1} \boldsymbol{\Sigma}^{-1}$,
(ii) $\mathbb{E}\left[\mathbf{S}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1}\right]=d_{2} \boldsymbol{\Sigma}^{-1}$

$$
-d_{3}\left(\boldsymbol{\Sigma}^{-1}-\boldsymbol{\Sigma}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \boldsymbol{\Sigma} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1}\right)
$$

(iii) $\mathbb{E}\left[\mathbf{S}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1} \boldsymbol{\Sigma} \mathbf{S}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1}\right]$

$$
=(n-3) d_{1} \boldsymbol{\Sigma}^{-1}
$$

$$
+\left[(n-3) d_{4}-(n+p-2 q-3) d_{5}\right]\left(\boldsymbol{\Sigma}^{-1}-\boldsymbol{\Sigma}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \boldsymbol{\Sigma} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1}\right)
$$

where

$$
\begin{aligned}
d_{1} & =\frac{1}{(n-p-2)(n-p-3)(n-p-5)}, \\
d_{2} & =\frac{1}{n-m-p-3}, \\
d_{3} & =\frac{1}{n-m-(p-q)-3}, \\
d_{4} & =\frac{1}{(n-(p-q)-2)(n-(p-q)-3)(n-(p-q)-5)}, \\
d_{5} & =\frac{1}{(n-q-2)(n-(p-q)-3)(n-q-5)},
\end{aligned}
$$

and all constants are supposed to exist.
Proof. For the proof of (i) see [2], p. 388 and for the proofs of (ii) and (iii) see, for example, [23], p. 447.

We are now ready to derive the expectations in (18).
Theorem 4. The expectations of $V$ and $U$ defined in (16) and (17) are as follows:

$$
\mathbb{E}[V]=c_{1} \Delta^{2}+\frac{n_{1}+n_{2}}{n_{1} n_{2}}\left(p c_{1}+(p-q) c_{2}\right)
$$

and

$$
\mathbb{E}[U]=-\frac{1}{2}\left(c_{3} \Delta^{2}+\frac{n_{1}-n_{2}}{n_{1} n_{2}}\left(\left(c_{4}-c_{5}\right) p+c_{5} q\right)\right)
$$

respectively, where $\Delta^{2}$ is the squared Mahalanobis distance (14),

$$
\begin{aligned}
c_{1} & =\frac{f-1}{(f-p)(f-p-1)(f-p-3)} \\
c_{2} & =\frac{1}{f-(p-q)-1}\left(\frac{f-1}{(f-(p-q))(f-(p-q)-3)}-\frac{f+p-2 q-1}{(f-q)(f-q-3)}\right)
\end{aligned}
$$

$c_{3}=\frac{1}{f-p-1}, \quad c_{4}=\frac{1}{f-m-p-1}, \quad c_{5}=\frac{1}{f-m-(p-q)-1}$,
with $f=n_{1}+n_{2}-2$, and all constants are supposed to exist.
Proof. Note that $\mathbf{S}$ and $\widehat{\mathbf{B}}=\left(\begin{array}{ll}\widehat{\mathbf{b}}_{1} & \widehat{\mathbf{b}}_{2}\end{array}\right)$ are not independent. However, we have

$$
\begin{align*}
\mathbb{E}[V] & =\mathbb{E}_{\mathbf{S}}[\mathbb{E}[V \mid \mathbf{S}]]=\mathbb{E}_{\mathbf{S}}\left[\mathbb{E}\left[\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime} \mathbf{A}^{\prime} \mathbf{S}^{-1} \boldsymbol{\Sigma} \mathbf{S}^{-1} \mathbf{A}\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right) \mid \mathbf{S}\right]\right] \\
& =\mathbb{E}_{\mathbf{S}}\left[\operatorname{tr}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \boldsymbol{\Sigma} \mathbf{S}^{-1} \mathbf{A} \mathbb{E}\left[\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime} \mid \mathbf{S}\right]\right)\right] . \tag{19}
\end{align*}
$$

The conditional covariance matrix is

$$
\begin{equation*}
\mathbb{C o v}(\widehat{\mathbf{B}} \mid \mathbf{S})=\left(\mathbf{C C}^{\prime}\right)^{-1} \otimes\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1} \boldsymbol{\Sigma} \mathbf{S}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \tag{20}
\end{equation*}
$$

where $\otimes$ denotes the Kronecker product and $\operatorname{Cov}(\cdot)$ denotes the covariance matrix. Result (20) can be found, for example, in [10]. For our choice of $\mathbf{C}$ in (4) we have

$$
\left(\mathbf{C C}^{\prime}\right)^{-1}=\left(\begin{array}{cc}
\frac{1}{n_{1}} & 0 \\
0 & \frac{1}{n_{2}}
\end{array}\right),
$$

and it follows that

$$
\mathbb{C o v}\left(\widehat{\mathbf{b}}_{i} \mid \mathbf{S}\right)=\frac{1}{n_{i}}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1} \boldsymbol{\Sigma} \mathbf{S}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1}, \quad i=1,2 .
$$

From (19) and since

$$
\begin{align*}
\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2} \mid \mathbf{S} \sim N_{q} & \left(\mathbf{b}_{1}-\mathbf{b}_{2},\right. \\
& \left.\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1} \boldsymbol{\Sigma} \mathbf{S}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1}\right), \tag{21}
\end{align*}
$$

we have

$$
\begin{align*}
\mathbb{E}_{\mathbf{S}} & {[\mathbb{E}[V \mid \mathbf{S}]] } \\
= & \mathbb{E}_{\mathbf{S}}\left[\operatorname { t r } \left(\mathbf { A } ^ { \prime } \mathbf { S } ^ { - 1 } \boldsymbol { \Sigma } \mathbf { S } ^ { - 1 } \mathbf { A } \left(\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1} \boldsymbol{\Sigma} \mathbf{S}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1}\right.\right.\right. \\
& \left.\left.\left.+\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)^{\prime}\right)\right)\right] \\
= & \frac{n_{1}+n_{2}}{n_{1} n_{2}} \operatorname{tr}\left(\boldsymbol{\Sigma} \mathbb{E}_{\mathbf{S}}\left[\mathbf{S}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1} \boldsymbol{\Sigma} \mathbf{S}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1}\right]\right) \\
& \left.+\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)^{\prime} \mathbf{A}^{\prime} \mathbb{E}_{\mathbf{S}}\left[\mathbf{S}^{-1} \boldsymbol{\Sigma} \mathbf{S}^{-1}\right] \mathbf{A}\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)\right] . \tag{22}
\end{align*}
$$

Using Lemma 2 (i) and (iii), with $\mathbf{S} \sim W_{p}\left(n_{1}+n_{2}-2, \boldsymbol{\Sigma}\right.$ ), we obtain

$$
\begin{gathered}
\mathbb{E}_{\mathbf{S}}\left[\mathbf{S}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1} \boldsymbol{\Sigma} \mathbf{S}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1}\right] \\
=c_{1} \boldsymbol{\Sigma}^{-1}+c_{2}\left(\boldsymbol{\Sigma}^{-1}-\boldsymbol{\Sigma}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \boldsymbol{\Sigma} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1}\right),
\end{gathered}
$$

where $c_{1}=(f-1) d_{1}, c_{2}=(f-1) d_{4}-(f+p-2 q-1) d_{5}$ with $d_{1}, d_{4}$ and $d_{5}$ given in Lemma 2 and $f=n_{1}+n_{2}-2$.

Hence, from (22) we have

$$
\begin{aligned}
\mathbb{E}[V]= & \mathbb{E}_{\mathbf{S}}[\mathbb{E}[V \mid \mathbf{S}]] \\
= & \frac{n_{1}+n_{2}}{n_{1} n_{2}} \operatorname{tr}\left(\boldsymbol{\Sigma}\left(c_{1} \boldsymbol{\Sigma}^{-1}+c_{2}\left(\boldsymbol{\Sigma}^{-1}-\boldsymbol{\Sigma}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \boldsymbol{\Sigma} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1}\right)\right)\right. \\
& +c_{1}\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A}\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right) \\
= & \frac{n_{1}+n_{2}}{n_{1} n_{2}}\left(p c_{1}+(p-q) c_{2}\right)+c_{1}\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A}\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right) .
\end{aligned}
$$

Next $\mathbb{E}[U]$ can be derived as

$$
\begin{aligned}
\mathbb{E}[U]=\mathbb{E}_{\mathbf{S}}[\mathbb{E}[U \mid \mathbf{S}]] & =\mathbb{E}_{\mathbf{S}}\left[\mathbb{E}\left[\left.\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime} \mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\left(\widehat{\mathbf{b}}_{1}-\mathbf{b}_{1}\right)-\frac{1}{2} \widetilde{V} \right\rvert\, \mathbf{S}\right]\right] \\
& =\mathbb{E}_{\mathbf{S}}\left[\mathbb{E}\left[\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime} \mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\left(\widehat{\mathbf{b}}_{1}-\mathbf{b}_{1}\right) \mid \mathbf{S}\right]\right]-\frac{1}{2} \mathbb{E}_{\mathbf{S}}[\mathbb{E}[\widetilde{V} \mid \mathbf{S}]]
\end{aligned}
$$

where $\widetilde{V}=\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime} \mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)$. Note that $\widehat{\mathbf{b}}_{1}$ and $\widehat{\mathbf{b}}_{2}$ are unbiased and given $\mathbf{S}$ they are independently normally distributed. Consider

$$
\begin{align*}
\mathbb{E}_{\mathbf{S}} & {\left[\mathbb{E}\left[\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime} \mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\left(\widehat{\mathbf{b}}_{1}-\mathbf{b}_{1}\right) \mid \mathbf{S}\right]\right] } \\
= & \mathbb{E}_{\mathbf{S}}\left[\mathbb{E}\left[\widehat{\mathbf{b}}_{1}^{\prime} \mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A} \widehat{\mathbf{b}}_{1} \mid \mathbf{S}\right]\right]-\mathbb{E}_{\mathbf{S}}\left[\mathbb{E}\left[\widehat{\mathbf{b}}_{1}^{\prime} \mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A} \mathbf{b}_{1} \mid \mathbf{S}\right]\right] \\
= & \mathbb{E}_{\mathbf{S}}\left[\operatorname{tr}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A} \mathbb{E}\left[\widehat{\mathbf{b}}_{1} \widehat{\mathbf{b}}_{1}^{\prime} \mid \mathbf{S}\right]\right]-\mathbb{E}_{\mathbf{S}}\left[\mathbf{b}_{1}^{\prime} \mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A} \mathbf{b}_{1}\right]\right. \\
= & \mathbb{E}_{\mathbf{S}}\left[\operatorname{tr}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\left(\frac{1}{n_{1}}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1} \boldsymbol{\Sigma} \mathbf{S}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1}+\mathbf{b}_{1} \mathbf{b}_{1}^{\prime}\right)\right)\right] \\
& -\mathbb{E}_{\mathbf{S}}\left[\mathbf{b}_{1}^{\prime} \mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A} \mathbf{b}_{1}\right] \\
= & \frac{1}{n_{1}} \operatorname{tr}\left(\boldsymbol{\Sigma} \mathbb{E}_{\mathbf{S}}\left[\mathbf{S}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1}\right]\right)=\frac{1}{n_{1}}\left(\left(c_{4}-c_{5}\right) p+c_{5} q\right), \tag{23}
\end{align*}
$$

since $\widehat{\mathbf{b}}_{1} \left\lvert\, \mathbf{S} \sim N_{q}\left(\mathbf{b}_{1}, \frac{1}{n_{1}}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1} \boldsymbol{\Sigma} \mathbf{S}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1}\right)\right.$, and where we have used Lemma 2 (ii) in the last equality. Now using (21), one can see that $\mathbb{E}_{\mathbf{S}}[\mathbb{E}[\widetilde{V} \mid \mathbf{S}]]$ equals

$$
\begin{aligned}
& \mathbb{E}_{\mathbf{S}}[\mathbb{E}[\tilde{V} \mid \mathbf{S}]]=\mathbb{E}_{\mathbf{S}}\left[\operatorname{tr}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A} \mathbb{E}\left[\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)\left(\widehat{\mathbf{b}}_{1}-\widehat{\mathbf{b}}_{2}\right)^{\prime} \mid \mathbf{S}\right]\right)\right] \\
& =\mathbb{E}_{\mathbf{S}}\left[\operatorname { t r } \left(\mathbf { A } ^ { \prime } \mathbf { S } ^ { - 1 } \mathbf { A } \left(\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right)\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1} \boldsymbol{\Sigma} \mathbf{S}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1}\right.\right.\right. \\
& \left.\left.\left.\quad+\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)^{\prime}\right)\right)\right] \\
& =\frac{n_{1}+n_{2}}{n_{1} n_{2}} \operatorname{tr}\left(\boldsymbol{\Sigma} \mathbb{E}_{\mathbf{S}}\left[\mathbf{S}^{-1} \mathbf{A}\left(\mathbf{A}^{\prime} \mathbf{S}^{-1} \mathbf{A}\right)^{-1} \mathbf{A}^{\prime} \mathbf{S}^{-1}\right]\right) \\
& \left.\quad+\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)^{\prime} \mathbf{A}^{\prime} \mathbb{E}_{\mathbf{S}}\left[\mathbf{S}^{-1}\right] \mathbf{A}\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)\right]
\end{aligned}
$$

$$
\begin{equation*}
=c_{3}\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A}\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)+\frac{n_{1}+n_{2}}{n_{1} n_{2}}\left(\left(c_{4}-c_{5}\right) p+c_{5} q\right) \tag{24}
\end{equation*}
$$

where $c_{3}=\frac{1}{f-p-1}$ and where Lemma 2 has been used in the last equality. Combining (23) and (24) we get

$$
\mathbb{E}[U]=-\frac{1}{2}\left(c_{3}\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)^{\prime} \mathbf{A}^{\prime} \boldsymbol{\Sigma}^{-1} \mathbf{A}\left(\mathbf{b}_{1}-\mathbf{b}_{2}\right)+\frac{n_{1}-n_{2}}{n_{1} n_{2}}\left(\left(c_{4}-c_{5}\right) p+c_{5} q\right)\right)
$$

From the results above we are now ready to give the following theorem and the main result of this paper.

Theorem 5. For the linear classification function based on (7) with unknown $\mathbf{b}_{1}, \mathbf{b}_{2}$ and $\boldsymbol{\Sigma}$, the misclassification errors can approximately be evaluated via

$$
e(2 \mid 1) \simeq \Phi(\gamma)
$$

where

$$
\gamma=-\frac{1}{2} \frac{c_{3} \Delta^{2}+\frac{n_{1}-n_{2}}{n_{1} n_{2}}\left(\left(c_{4}-c_{5}\right) p+c_{5} q\right)}{\sqrt{c_{1} \Delta^{2}+\frac{n_{1}+n_{2}}{n_{1} n_{2}}\left(p c_{1}+(p-q) c_{2}\right)}}
$$

with $c_{1}, \ldots, c_{5}$ defined in Theorem 4 and where $\Delta^{2}$ is the squared Mahalanobis distance (14).

Again one can compare with (2) and also Theorem 2. Even if it is not so straightforward, we can similarly see that if $n_{1}$ and $n_{2}$ tend to infinity, then $e(2 \mid 1) \simeq \Phi(-\Delta / 2)$ as expected.

## 4. Simulation study

The approximation of misclassification errors in case of repeated measures observations that follow a growth curve structure [19] on the means have not been proposed before. In Theorems 2 and 5 we gave approximations for these misclassification errors first when we have assumed $\boldsymbol{\Sigma}$ to be known and then when it is unknown.

In this section a simulation study is performed to examine the reliability of the approximation of the misclassification errors proposed in Theorems 2 and 5 . We compare the errors given by the approximations with the relative frequencies, which are the number of times an observation is misclassified to $\pi_{2}$ while it actually comes from $\pi_{1}$, using classification rule (6) both for unknown and known $\boldsymbol{\Sigma}$. As earlier the mean parameters $\mathbf{B}$ is always unknown, i.e., estimated. In our Monte Carlo simulations, we let $n=80$ and assume for simplicity $n_{1}=n_{2}=\frac{n}{2}$. Further, let $t_{i}=t_{1}+(i-1) \frac{t_{p}-t_{1}}{p-1}$, with $t_{1}=0.50$ and $t_{p}=2.50$, i.e., $\left(t_{1}, \ldots, t_{p}\right)$ are evenly spread out in the interval $[0.50,2.50]$. Also, let $p \in\{10,20,30,40,50,60,70,72,74,100,120\}$


Figure 1. The third order growth curves describe the sample mean per group (solid lines) and the estimated mean growth curves (dashed lines) for the populations $\pi_{1}$ and $\pi_{2}$ In the upper plot $p=10$ whereas in the lower plot $p=74$.


Figure 2. (a) True and estimated approximations for misclassification errors computed using Theorem 2 and the relative frequencies $f_{0}$ and $\widehat{f_{0}}$ for known $\boldsymbol{\Sigma}$ calculated using classification rule (6) (b) True and estimated approximations for misclassification errors calculated using Theorem 5 and the relative frequencies $f$ and $\widehat{f}$, computed using classification rule (6) when $\boldsymbol{\Sigma}$ is unknown

| $p$ | $e_{0}(2 \mid 1)$ | $f_{0}$ | $\widehat{e}_{0}(2 \mid 1)$ | $\widehat{f}_{0}$ |
| :---: | :---: | :---: | :---: | :---: |
| 10 | 0.185 | 0.181 | 0.180 | 0.155 |
| 20 | 0.104 | 0.104 | 0.102 | 0.091 |
| 30 | 0.062 | 0.057 | 0.061 | 0.060 |
| 40 | 0.038 | 0.024 | 0.037 | 0.048 |
| 50 | 0.023 | 0.020 | 0.024 | 0.026 |
| 60 | 0.015 | 0.013 | 0.015 | 0.013 |
| 70 | 0.009 | 0.007 | 0.010 | 0.011 |
| 72 | 0.008 | 0.006 | 0.008 | 0.006 |
| 74 | 0.007 | 0.006 | 0.007 | 0.005 |
| 100 | 0.002 | 0.003 | 0.003 | 0.002 |
| 120 | 0.001 | 0.003 | 0.001 | 0.001 |

Table 1. In the table $e_{0}(2 \mid 1)$ and $\widehat{e}_{0}(2 \mid 1)$ are the values of the "true" and estimated approximations of misclassification errors, computed using Theorem 2 for $\mathbf{b}_{1}, \mathbf{b}_{2}, \boldsymbol{\Sigma}$ and $\widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}, \boldsymbol{\Sigma}$, respectively. The relative frequencies $f_{0}$ and $\widehat{f}_{0}$ are calculated as the relative number of events $\left\{L\left(\mathbf{x} ; \widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}, \boldsymbol{\Sigma}\right) \leq 0\right\}$ with observation $\mathbf{x}$ generated as $\mathbf{x} \sim N_{p}\left(\mathbf{A b}_{1}, \boldsymbol{\Sigma}\right)$ or $\mathbf{x} \sim$ $N_{p}\left(\mathbf{A} \widehat{\mathbf{b}}_{1}, \boldsymbol{\Sigma}\right)$, respectively.
for unknown $\mathbf{b}_{1}, \mathbf{b}_{2}$ and known $\boldsymbol{\Sigma}$ and $p \in\{10,20,30,40,50,60,70,72,74\}$ for unknown $\mathbf{b}_{1}, \mathbf{b}_{2}, \boldsymbol{\Sigma}$, since we must have $p \leq n-2$. Data $\mathbf{X}: p \times n$ are generated using the Growth Curve model $\mathbf{X}=\mathbf{A B C}+\mathbf{E}, \mathbf{E} \sim N_{p, n}(\mathbf{0}, \boldsymbol{\Sigma}, \mathbf{I})$, where the design and parameter matrices are respectively given as
$\mathbf{A}=\left(\begin{array}{cccc}1 & t_{1} & t_{1}^{2} & t_{1}^{3} \\ 1 & t_{2} & t_{2}^{2} & t_{2}^{3} \\ \vdots & \vdots & & \vdots \\ 1 & t_{p} & t_{p}^{2} & t_{p}^{3}\end{array}\right), \quad \mathbf{C}=\left(\begin{array}{cc}\mathbf{1}_{40}^{\prime} & \mathbf{0}_{40}^{\prime} \\ \mathbf{0}_{40}^{\prime} & \mathbf{1}_{40}^{\prime}\end{array}\right), \quad \mathbf{B}=\left(\begin{array}{cc}0.117 & 0.125 \\ -0.345 & -0.313 \\ 0.232 & 0.314 \\ -0.042 & -0.075\end{array}\right)$.
Furthermore, for $\boldsymbol{\Sigma}$ we have $\boldsymbol{\Sigma}=\mathbf{D R D}$, where $\mathbf{D}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{p}\right), \sigma_{i}=$ $\sqrt{0.1+(i-1) d}$, with $d=\frac{1.9}{p-1}$ for $i=1, \ldots, p$, and $\mathbf{R}=\left(\rho_{i j}\right)$, where $\rho_{i j}=$ $(-1)^{i+j} r^{|i-j|^{\gamma}}$, with $r=0.2, \gamma=0.1$ for $j=1, \ldots, p$.

In Figure 1, the third order growth curves are given which show the true mean growth profiles which were used when data was simulated and the estimated growth profiles for two populations $\pi_{1}$ and $\pi_{2}$. Note here that Figure 1 is produced when $\mathbf{b}_{1}, \mathbf{b}_{2}, \boldsymbol{\Sigma}$ are unknown. In the upper plot, the dashed lines seem to be close to the solid lines for $p=10$. This means that the mean growth profile is well estimated with $p=10$ repeated measurements. However, on the lower plot, the discrepancy between lines (dashed and solid lines) become considerably large as the number of repeated measurements
increases. This means that the mean growth profile is poorly estimated with a large number of repeated measurements, i.e., $p$ close to $n$.

| $p$ | $e(2 \mid 1)$ | $f$ | $\widehat{e}(2 \mid 1)$ | $\widehat{f}$ |
| :---: | :---: | :---: | :---: | :---: |
| 10 | 0.216 | 0.208 | 0.188 | 0.162 |
| 20 | 0.160 | 0.133 | 0.117 | 0.071 |
| 30 | 0.139 | 0.121 | 0.074 | 0.029 |
| 40 | 0.137 | 0.104 | 0.051 | 0.006 |
| 50 | 0.151 | 0.108 | 0.035 | 0.002 |
| 60 | 0.188 | 0.166 | 0.028 | 0.000 |
| 70 | 0.281 | 0.229 | 0.032 | 0.000 |
| 72 | 0.319 | 0.243 | 0.041 | 0.000 |
| 74 | 0.385 | 0.278 | 0.090 | 0.000 |

Table 2. In the table $e(2 \mid 1)$ and $\widehat{e}(2 \mid 1)$ are the values of the "true" and estimated approximations of misclassification errors, computed using Theorem 5 for $\mathbf{b}_{1}, \mathbf{b}_{2}, \boldsymbol{\Sigma}$ and $\widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}, \widehat{\boldsymbol{\Sigma}}$, respectively. The relative frequencies $f$ and $\widehat{f}$ are calculated as the relative number of events $\left\{L\left(\mathbf{x} ; \widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}, \widehat{\boldsymbol{\Sigma}}\right) \leq 0\right\}$ with observation $\mathbf{x}$ generated as $\mathbf{x} \sim N_{p}(\mathbf{A b}, \mathbf{\Sigma})$ or $\mathbf{x} \sim$ $N_{p}\left(\mathbf{A} \widehat{\mathbf{b}}_{1}, \widehat{\boldsymbol{\Sigma}}\right)$, respectively

In Table 1 the approximations and the relative frequencies of the misclassification errors are investigated for $p$ repeated measurements in the case when $\boldsymbol{\Sigma}$ is known. As before, $e_{0}(2 \mid 1)$ denotes the "true" approximation of the misclassification errors and $\widehat{e}_{0}(2 \mid 1)$ denotes the estimated approximation of misclassification errors, where we have plugged in the estimates for the mean parameters. Furthermore, $f_{0}$ and $\widehat{f_{0}}$ stand for relative frequencies of misclassifications computed using classification rule (6) for known $\boldsymbol{\Sigma}$. These relative frequencies are calculated, based on 10,000 simulations, as the relative number of events $\left\{L\left(\mathbf{x} ; \widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}, \mathbf{\Sigma}\right) \leq 0\right\}$ with observation $\mathbf{x}$ generated as $\mathbf{x} \sim N_{p}\left(\mathbf{A b}_{1}, \boldsymbol{\Sigma}\right)$ or $\mathbf{x} \sim N_{p}\left(\mathbf{A} \widehat{\mathbf{b}}_{1}, \boldsymbol{\Sigma}\right)$, respectively. In real life we do not know $\mathbf{b}_{1}$ and must then trust $\widehat{\mathbf{b}}_{1}$ if any.

In Table 1 the values of the estimated misclassification errors $\widehat{e}_{0}(2 \mid 1)$ are closer to the true misclassification errors $e_{0}(2 \mid 1)$ when more information (repeated measurements) were included, and the misclassification errors become smaller for larger $p$. This means that the more information the smaller are the misclassification errors. This can be seen in Figure 2 (upper plot). It can be noted that there are values of misclassification errors for $p>n-2$, which we can have because $\boldsymbol{\Sigma}$ is known.

In Table 2 we present results for the approximation of misclassification errors for the case when $\boldsymbol{\Sigma}$ is unknown. As earlier, $e(2 \mid 1)$ denotes the "true" approximation for the misclassification errors and $\widehat{e}(2 \mid 1)$ denotes the estimated approximation for the misclassification errors. Now the relative frequencies $f$ and $\widehat{f}$ are calculated as the relative number of events $\left\{L\left(\mathbf{x} ; \widehat{\mathbf{b}}_{1}, \widehat{\mathbf{b}}_{2}, \widehat{\boldsymbol{\Sigma}}\right) \leq 0\right\}$ with observation $\mathbf{x}$ generated as $\mathbf{x} \sim N_{p}\left(\mathbf{A b}_{1}, \boldsymbol{\Sigma}\right)$ or $\mathbf{x} \sim N_{p}\left(\mathbf{A} \widehat{\mathbf{b}}_{1}, \widehat{\boldsymbol{\Sigma}}\right)$, respectively.

In Table 2 the values of the estimated misclassification errors decrease when numbers of repeated measurements are relatively small as for $p=10$ through $p=60$. For large numbers of repeated measurements which are closer to the sample size, the misclassification errors increase, see for example when $p \in\{70,72,74\}$. This is due to the sample variance-covariance matrix which is not a good estimator when the number of repeated measurements gets larger since it becomes unstable. Remember that the classification function (7) includes the inverse of the variance-covariance matrix. Thus, the misclassification errors increase. The consequence when the number of repeated measurements is close to the sample size can also be seen in Figure 1 , where the fitted growths are poor for $p=74^{1}$.

Also, in the last column in Table 2, the relative frequency $\widehat{f}$ has zero values for example from $p=60$ through $p=74$, it is because a new observation in the simulation is generated based on the estimated parameters instead of the true $\mathbf{b}_{1}$ and $\boldsymbol{\Sigma}$, i.e., the new observation $\mathbf{x}$ to be classified is generated using the wrong model which also has the same values as used in the classification rule (6).

We conclude that, the proposed approximation can be suggested for use when the number of repeated measurements is not too close to the sample size. The simulation results pave the way for one to propose new estimators and investigate the case when the number of repeated measurements is comparable to sample size or exceeds it.

## 5. Summary

In this paper we have considered the linear classification function when the means follow the Growth Curve model given by [19]. The linear classification function can assign a new observation of $p$ repeated measurements to one of two specified groups. Given a classification rule it is natural to enquiry how well the decision rule can appropriately classify a new observation of $p$ repeated measurements. In general, it is hard to obtain the exact expression for the probability of misclassification. We express the linear discriminant

[^1]function as a location and scale mixture of the standard normal distribution and derive approximations for the probability of misclassification.

It seems that larger $p$ is better for classification when $\boldsymbol{\Sigma}$ is known, but when $\boldsymbol{\Sigma}$ is unknown and $p$ is close to $n$ we have a problem with the instability for the sum of squares matrix $\mathbf{S}$. If $p>n-2$, then $\mathbf{S}$ is singular and a regular inverse cannot be taken.
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[^1]:    ${ }^{1}$ Remark: This is a known phenomena but not easy to overcome. One way could be by regularization, i.e., Tikhonov regularization. However, with regularization the distributional properties are hard to derive and will be considered in future research

